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**4. Evaluation**

There are four measures to evaluate our CF algorithm: time (*T*), precise (*P*), recall (*R*) and usefulness (*U*). We use database *Movielens* [1] for evaluation. Database Movielens has two versions such as *100*K and *1*M: version *100*K with *1.88* MB capacity including *100,000* ratings of *943* users on *1682* movies, version *1*M with *23.4* MB capacity including *1,000,209* ratings of *6040* users on *3900* movies. The system setting includes: Processor Pentium(R) Dual-Core CPU E5700 @ 3.00GHz, RAM 2GB, Available RAM 1GB, Microsoft Windows 7 Ultimate 2009 32-bit, Java 7 HotSpot (TM) Client VM. Our CF method is compared to three other methods: *simple method* – simplest memory-based CF algorithm, c*osine method* – memory-based CF algorithm in which the cosine measure is used, *Pearson method* – memory-based CF algorithm in which the Pearson measure is used.

**4.1. Time measure**

The time measure *T* tells us how fast CF method responses to the requirement of system for recommendation task. This measure represents the speed of algorithm and so it is the time in seconds which algorithm runs over rating database (rating matrix). Let *D* be the rating matrix (rating database) and let *ui* *D* be the rating vector as each row in *D*. Let *ti* be the time in seconds that the algorithm runs for row *ui*. So the measure *T* is the sum of all *ti (s)* when iterating over *D*.

Our method is *…* times faster than simple, cosine and Pearson methods but *…* times slower than Green Fall method.

**Table 5.1**: Time evaluation (in seconds)

|  |  |  |
| --- | --- | --- |
|  | 100K | 1M |
| Simple |  |  |
| Cosine |  |  |
| Pearson |  |  |
| Green Fall |  |  |
| Our method |  |  |

**Figure 5.1**: Time evaluation (in seconds)

**4.2. Precise measure**

Basically, the precise measure (*P*) is the inverse of normalized mean of error (*E*). In consequences, the error *E* is calculated as the mean of deviation. Let *ui* *D* and *vi* be the actual rating vector and the rating vector recommended by our CF algorithm, respectively. Each *ui* actually is a row in rating matrix. Each *ui* has respective *vi*. Suppose *ui =* (*ri1, ri2,…, rin*) and *vi =* (*r’i1, r’i2,…, r’in*), the basic idea is modeled by following formulation:

Where |*D*| is the size of database and *error*(*ui, vi*) is the deviation between *ui* and *vi*.

We recognized that the error *E* is the ratio of total deviation between predictive rating values and actual rating values to the size of database, and known as the number of rows of rating matrix.

The rating matrix *D* is browsed row by row, each row *ui* is a rating vector. The rating vector *vi* is derived from *ui* by removing randomly some values from *ui*. For example, if *ui* = (*1, 2,* ***4****,* ***5***) then the derived *vi* = (*1, 5,* ***?****,* ***?***), the third component and fourth component are removed. Missing values (?) in vector *vi* are predicted by CF method, for example *vi* = (*1, 5,* ***1****,* ***1***). After that the error is the deviation between *ui* and *vi*. Let *k* be the number of missing values, in this example, *k = 2*.

Suppose the range of rating value is {*min…max*}, so *min* and *max* are the possible minimum and maximum of each rating. In this example, *min = 1* and *max = 5*. The normalized error is computed as below:

The sum of errors is computed as the total error over database: . The mean of error: . The normalized mean of error: .It is written again:

So error *E* isthe normalized mean of error. The less this error is, the more precise CF method is. So precise measure is the inverse of normalized mean of error in percentage:

*Precise* (*P*) = (*1 –* *normalized\_mean\_of\_error*) *\* 100*

The precision of our method is a little bit less than simple, cosine and Pearson methods but higher than Green Fall method. Moreover it can tolerate sparse matrix. Following is the line chart of precise evaluation:

**Table 5.2**: Precise evaluation (%)

|  |  |  |
| --- | --- | --- |
|  | 100K | 1M |
| Simple |  |  |
| Cosine |  |  |
| Pearson |  |  |
| Green Fall |  |  |
| Our method |  |  |

**Figure 5.2**: Precise evaluation (%)

**4.3. Recall measure**

The recall measure tells us what percentage of missing value items which CF algorithm can predict over dataset. For example, there are *4* items whose values are missing and the CF algorithm predicts missing values of *2* items, so the recall is *2/4 \* 100% = 50%.* It also indicates the loss ratio. The more recall measure is, the less loss ratio is:

*Recall (R) =* (*Predicted value items / Missing value items*) *\* 100*

The recall calculated by the ratio of the number of predicted value items to the number of missing value items is not appropriate to recommendation context because predicted value items are not really meaningful in case that what user requires is an interesting item for her/him. This measure is merely used to evaluate the ability of prediction. So it is not as important as other measures.

**Table 5.3**: Recall evaluation (%)

|  |  |  |
| --- | --- | --- |
|  | 100K | 1M |
| Simple |  |  |
| Cosine |  |  |
| Pearson |  |  |
| Green Fall |  |  |
| Our method |  |  |

**Figure 5.3**: Recall evaluation (%)

We propose another measure so-called *recommend recall* which is the ratio of the number of recommended items to the number of total potential items. For example, there are *100* items in dataset which can recommend to users but algorithm only gives *90* items to users. The number total potential items are 100 and the number of recommended items is *90*, so the recommend recall is *90%*.

*Recommend Recall (R2) =* (*Recommended items / Potential items*) *\* 100*

Comment that all memory-based CF (s) get 100% recommend recall because they computed directly on dataset and don’t build up any model and there is no loss of items. Following is the line chart of recommend recall (*R2*) evaluation:

**Table 5.4**: Recommend recall evaluation (%)

|  |  |  |
| --- | --- | --- |
|  | 100K | 1M |
| Simple |  |  |
| Cosine |  |  |
| Pearson |  |  |
| Green Fall |  |  |
| Our method |  |  |

**Figure 5.4**: Recommend recall evaluation (%)

**4.4. Usefulness measure**

The precise measure is based on statistical data, it doesn’t reflect how much user really like recommended items and so it is very rigid. There is in case that some items are given to user and they are predicted with high consistency and high precision but they are not interesting items for user. The usefulness indicator measures the level of user interest on such recommended items. In other words, it tells us how useful such recommended items are and so this measure is the most important one. Usefulness measure (*U*) is the ratio of the number of interesting items to the number of best items. Best item is defined as the item which algorithm recommends to user and its rating value is highest. Interesting item is the item on which user rates with highest value.

*Usefulness* (*U*) *=* (*number of interesting items / number of best items*) *\* 100*

For example, algorithm gives user *item1, item3, item5* whose values are *1, 5, 5*, respectively and user rates on *item2, item3, item4* with values *2, 5, 3,* respectively. Best items are *item3* and *item5*. Interesting item is *item3*. So the usefulness measure is *1 / 2 = 50%*. Our method gains a highest usefulness because it discovers the patterns of user interests based on Bayesian inference mechanism via her/his ratings or purchases as evidences . Moreover it gets more precise than Green Fall method. So all recommended items conform to user interests. Following is the line chart of usefulness evaluation:

**Table 5.5**: Usefulness evaluation (%)

|  |  |  |
| --- | --- | --- |
|  | 100K | 1M |
| Simple |  |  |
| Cosine |  |  |
| Pearson |  |  |
| Green Fall |  |  |
| Our method |  |  |

**Figure 5.5**: Usefulness evaluation (%)

**5. Conclusion**
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We propose another measure so-called *recommend recall* which is the ratio of the number of recommended items to the number of total potential items. For example, there are *100* items in dataset which can recommend to users but algorithm only gives *90* items to users. The number total potential items is 100 and the number of recommended items is *90*, so the recommend recall is *90%*.

*Recommend Recall (R2) =* (*Recommended items / Potential items*) *\* 100*

Comment that all memory-based CF (s) get 100% recommend recall because they computed directly on dataset and don’t build up any model and there is no loss of items. Following is the line chart of recommend recall (*R2*) evaluation: