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**Abstract**

Collaborative filtering (CF) is the popular algorithm for recommendation. Therefore items which are recommended to users are determined by surveying their communities. CF has good perspective because it can cast off the limitation of recommendation by discovering more potential items hidden under communities. Such items are likely to be suitable to users and they should be recommended to users. There are two main approaches for CF: memory-based and model-based. Memory-based algorithm loads entire database into system memory and make prediction for recommendation based on in-line memory database. This algorithm is simple but encounters the problem of huge data. Model-based algorithm tries to compress huge database into a model and perform recommendation task by applying reference mechanism into this model. Model-based CF can response user’s request instantly. This paper surveys common techniques for implementing model-based algorithm. We also give a new idea for model-based approach so as to gain high accuracy and solve the problem of sparse matrix by applying evidence-based inference techniques.

**1. Introduction**

Recommendation system is a system which recommends items to users among a large number of existing items in database. Item is anything which users consider, such as product, book, newspaper, etc. There is expectation that recommended item are items that user will like most; in other words, such items are in accordance with user’s interest.

There are two basic algorithms applied in recommendation system: content-based filtering (CBF) and collaborative filtering (CF) [1]:

* CBF recommends an item to a user if such item is similar to other items that he likes much in the past (his rating for such item is high). Note that each item has contents which are properties and so all items compose the matrix so-called item content matrix.
* CF recommends an item to a user if his neighbors (other users that similar to her/him) are interested in such item. Note that user’s rating on an item expresses her/his interest. All users’ ratings on items compose the matrix so-called rating matrix.

Both of them (CBF & CF) have their own strong points and weak points. Namely CBF focuses on content of item and user’s own interest; it recommends different items to different users. Each user can receive unique recommendation; this is the strong point of CBF. However CBF doesn’t tend towards community like CF. As such items “are hided under” user community, CBF has no ability to discover implicit items that user may like. This is the most common weak point of CBF.

If there are a lot of content associating with item (for example, items has many properties) then CF consumes much system resource and time in order to analyze items whereas CF doesn’t regard to the content of items. That CF only works on users’ ratings on items is strong point of CF because CF doesn’t encounter how to analyze the rich content items. But it is also weak point because CF can do unexpected recommendation in some situations in which recommended items are considered to be suitable to user but they don’t relate to user profile in fact. The problem gets more serious when there are many items that aren’t rated and so rating matrix becomes spares matrix containing many missing values. In order to alleviate such weak point of CF, there are two approaches that improve CF:

* Combination of CF and CBF. This approach is divided into two stages. Firstly, it applies CBF into setting up the complete rating matrix. Secondly, CF is used to make prediction for recommendation. This approach improves the precision of prediction but it takes much time for two stages; the first stage plays the role of filter step or pre-processing step. The content of item must be fully represented. It means that this approach requires both item content matrix and rating matrix.
* Compressing rating matrix into representative model which are used to predict missing values for recommendation. This is model-based for CF. Note that CF has two common approaches such as memory-based and model-based. The model-base approach applies statistics method and machine learning technique to mining rating matrix. The result of mining task is the mentioned model.

Although the model-based approach doesn’t give result which is as precise as the combination approach, it can solve the problem of huge database and sparse matrix. Moreover it can responds user’s request immediately by making prediction on representative model though instant inference mechanism. So this paper focuses on model-based approach for CF. In section 2 we skim over the memory-based CF. Model-based approach is discussed carefully in section 3. We propose an idea for the model-based CF algorithm in section 4. Section 5 is the conclusion.

**2. Memory-based collaborative filtering**

Memory-based CF [1] algorithms use the entire or a sample of the the user-item database to generate a prediction. Every user is part of a group of people with similar interests. The essence of the neighborhood-based CF algorithm, a prevalent memory-based CF algorithm, is to find out the nearest neighbors of a regarded user (so-called active user). Suppose we have a rating matrix in which rows indicate users and columns indicate items and each cell is the rating which user gave to item. Each row represents a user vector or rating vector that models a user; so these vectors are considered as user profiles. The vector of active user is called as active user vector.

|  |  |  |  |
| --- | --- | --- | --- |
|  | *item1* | *item2* | *item3* |
| *user1* | r11 = 1 | r12 = 2 | r13 = 1 |
| *user2* | r21 = 2 | r22 = 1 | r23 = 2 |
| *user3* | r31 = 4 | r32 = 1 | r33 = 5 |
| *user4* | r41 = 1 | r42= 2 | r43 = ? (missing) |

**Table 1**. Rating matrix (user *4* is active user)
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In situation that some cells which belong to active user vector are empty; it means that active user didn’t rate respective items and rating matrix becomes sparse matrix. The problem need solving is to predict missing values of active user vector; later the items having the highest values are recommended to active user. There are two steps in process of predicting missing values:

* Finding out nearest neighbors of active user
* Computing predictive values (or predictive ratings)

Note that computing predictive values is based on finding out nearest neighbors of active user.

**2.1. Finding out nearest neighbors of active user**

The similarity of two user vectors is used to specify the nearest neighbors of an active user. The more the similarity is, the nearer two user are. Given a threshold, users that the similarities between them and active user are equal or larger than this threshold are considered as nearest neighbors of active user. There are two ways to compute this similarity:

* Using cosine similarity measure
* Using correlation coefficient

The cosine similarity measure of two users is the cosine of the angle between two user vectors.
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Where the sign “●” denotes scalar product of two vectors.

Because all ratings are positive or equal *0*, the range of cosine similarity measure is from *0* to *1*. If it is equal to *0*, two users are totally different. If it is equal to *1*, two users are identical. For example, the cosine similarity measure of active user (user *4*) and users *1, 2, 3*  in table *1* is:
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Given a threshold *0.5* it is concluded that user *1* and user *2* are similar to user *4* than user *3* is.
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If *raj* is a missing value, it is set to be *0*. The range of correlation coefficient is from *0* to *1*. If it is equal to *–1*, two users are totally different. If it is equal to *1*, two users are identical. For example, wee need to compute the correlation coefficient between active user (user *4*) and users *1, 2, 3*  in table *1*.
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Given a threshold *0.5* it is concluded that user *1* is very similar to user 4.

**2.2. Computing predictive values**
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For example, we have already found out two neighbors of active user (user *4*), namely user *1* and user *2* from table *1,* according to cosine similarity measure. It is necessary to predict the missing value *r43* in active user vector *4*.

![](data:image/x-wmf;base64,183GmgAAAAAAAMAIQAMACQAAAACRVQEACQAAA3kBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAPACBIAAAAmBg8AGgD/////AAAQAAAAwP///7////+ACAAA/wIAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALPAEAABQAAABMCzwAZAQUAAAAUArABgAIFAAAAEwKwAa0GHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d9wXZmEEAAAALQEBAAgAAAAyCgAC7AcBAAAAMXkIAAAAMgr6AksEAQAAADN5CAAAADIKNgH8BQEAAAAweQgAAAAyCjYBMAQBAAAAMnkIAAAAMgo2AXgCAQAAADF5HAAAAPsCYP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d9wXZmEEAAAALQECAAQAAADwAQEACAAAADIKUAKpAAEAAAA0eRwAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAbBgKWmThEwAwqfN3OanzdyAw9XfcF2ZhBAAAAC0BAQAEAAAA8AECAAgAAAAyCgACDAcBAAAAPXkIAAAAMgo2AQwFAQAAACt5CAAAADIKNgE7AwEAAAAreQgAAAAyCgACeAEBAAAAPXkcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV33BdmYQQAAAAtAQIABAAAAPABAQAIAAAAMgoAAjsAAQAAAHJ5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AYdwXZmEAAAoAIQCKAQAAAAABAAAAgOMTAAQAAAAtAQEABAAAAPABAgADAAAAAAA=), ![](data:image/x-wmf;base64,183GmgAAAAAAAAAKQAMACQAAAABRVwEACQAAA4kBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAMAChIAAAAmBg8AGgD/////AAAQAAAAwP///7/////ACQAA/wIAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALPAEAABQAAABMCzwD7AAUAAAAUArABYgIFAAAAEwKwAVgGHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d2wYZnQEAAAALQEBAAgAAAAyCgAChwgCAAAAMzMIAAAAMgoAAjcIAQAAAC4zCAAAADIKAAKXBwEAAAAxMwgAAAAyCvoCEgQBAAAAMzMIAAAAMgo2AcAFAQAAADEzCAAAADIKNgESBAEAAAAyMwgAAAAyCjYBWgIBAAAAMTMcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3bBhmdAQAAAAtAQIABAAAAPABAQAIAAAAMgpQApcAAQAAADEzHAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAADsFwrDZOETADCp83c5qfN3IDD1d2wYZnQEAAAALQEBAAQAAADwAQIACAAAADIKAAK3BgEAAAA9MwgAAAAyCjYB7gQBAAAAKzMIAAAAMgo2AR0DAQAAACszCAAAADIKAAJaAQEAAAA9MxwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XdsGGZ0BAAAAC0BAgAEAAAA8AEBAAgAAAAyCgACOwABAAAAcjMKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB0bBhmdAAACgAhAIoBAAAAAAEAAACA4xMABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==), ![](data:image/x-wmf;base64,183GmgAAAAAAAEAKgAMBCQAAAADQVwEACQAAA4kBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgANAChIAAAAmBg8AGgD/////AAAQAAAAwP///6H///8ACgAAIQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAsAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALrAEAABQAAABMC6wApAQUAAAAUAtABiQIFAAAAEwLQAZkGHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d1IaZrEEAAAALQEBAAgAAAAyCiACwQgCAAAANjYIAAAAMgogAnEIAQAAAC42CAAAADIKIALRBwEAAAAxNggAAAAyChwDRgQBAAAAMzYIAAAAMgpUAegFAQAAADI2CAAAADIKVAFBBAEAAAAxNggAAAAyClQBpAIBAAAAMjYcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3UhpmsQQAAAAtAQIABAAAAPABAQAIAAAAMgpwArEAAQAAADI2HAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABmGgonoPETADCp83c5qfN3IDD1d1IaZrEEAAAALQEBAAQAAADwAQIACAAAADIKIAL0BgEAAAA9NggAAAAyClQB/AQBAAAAKzYIAAAAMgpUAXgDAQAAACs2CAAAADIKIAKEAQEAAAA9NhwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XdSGmaxBAAAAC0BAgAEAAAA8AEBAAgAAAAyCiACOwABAAAAcjYKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCxUhpmsQAACgAhAIoBAAAAAAEAAAC88xMABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)

*sim*(*user4, user1*) = *0.9*

*sim*(*user4, user2*) = *0.6*
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|  |  |  |  |
| --- | --- | --- | --- |
|  | *item1* | *item2* | *item3* |
| *user1* | r11 = 1 | r12 = 2 | r13 = 1 |
| *user2* | r21 = 2 | r22 = 1 | r23 = 2 |
| *user3* | r31 = 4 | r32 = 1 | r33 = 5 |
| *user4* | r41 = 1 | r42= 2 | **r43 = 1** |

**Table 2**. Rating matrix in which the missing value of active user vector is replaced by predictive value.
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**3. Model-based collaborative filtering**

The main drawback of memory-based technique is the requirement of loading a large amount of in-line memory. The problem is serious when rating matrix becomes so huge in situation that there are extremely many persons using system. Computational resource is consumed much and system performance goes down; so system can’t respond user require immediately. Model-based approach intends to solve such problems. There are four approaches for model-based CF:

* Clustering model
* Latent model
* Markov decision process (MDP) model
* Matrix factorization model

**3.1. Clustering model based CF**

The clustering CF [2], [3] is based on the assumption that users in the same group have the same interest; so they rate items similarly. Therefore users are partitioned into groups so-called clusters which is defined as a set of similar users. Suppose each user is represented as rating vector denoted *ui*=(*ri1, ri2,…, rin*). The similarity measure between two users is the distance between them. We can use Minkowski distance, Euclidian distance or Manhattan distance.
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The less *distance*(*u1, u2*) is, the more similar *u1* and *u2* are. Clustering CF algorithm includes two steps:

1. Partitioning users into clusters or groups and making prediction for rating values in each cluster.
2. The concerned user who needs to be recommended is assigned to concrete cluster and her/his ratings are the same to the ratings of such cluster. Of course how to assign a user to right cluster is based on the distance between user and cluster.

So the most important step is how to partition users into clusters. There are two clustering techniques:

* Using clustering algorithms such as k-means, k-centroids…
* Using Bayesian classifier

**Clustering algorithm**

The most popular clustering algorithm is *k*-means algorithm [3] which including three following steps:

1. It randomly selects *k* users, each of which initially represents a cluster mean. Of course, we have *k* cluster means. Each mean is considered as the “representative” of one cluster. There are *k* clusters.
2. For each remaining user, the distance between it and *k* cluster means are computed. Such user model belongs to the cluster which it is most similar to; it means that if user model *ui* belong to cluster *cj*, the distance measure *distance*(*ui, cj*) is minimal.
3. After that, the means of all clusters are re-computed. If stopping condition is met then algorithm is terminated, otherwise returning step *1*.

This process is repeated until the stopping condition is met. For example, the stopping condition is that the square-error criterion is less than a pre-defined threshold. The square-error criterion is defined as below:
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Where *ci* and *mi* is cluster *i* and its mean, respectively.

**Bayesian classifier**

According to Bayesian approach [1], there are two main algorithms for classifying users into groups:

* Naïve Bayesian classification [1] [3]
* Bayesian network classification [4] [5]

Suppose each user is represented as rating vector *u*=(*r1, r2,…, rn*) and let R be rating matrix composed of user vectors; ![](data:image/x-wmf;base64,183GmgAAAAAAAEADgAEBCQAAAADQXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAAxIAAAAmBg8AGgD/////AAAQAAAAwP///9X///8AAwAAVQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3FxNmHwQAAAAtAQAACAAAADIKIAEnAgEAAABSeQgAAAAyCiABMQABAAAAdXkcAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAABQTChpA8RIAMKnzdzmp83cgMPV3FxNmHwQAAAAtAQEABAAAAPABAAAIAAAAMgogAQkBAQAAAM55CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AHxcTZh8AAAoAIQCKAQAAAAAAAAAAXPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=). Give a set of *m* classes (clusters) C = {*c1, c2,…, cm*}, it is necessary to determine which class user u belongs to. Namely user *u* belongs to class *ci* if the posterior conditional probability of class *ci* given user *u* denoted *Pr*(*ci* | *u*) is maximal.
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So what we need to do is to find out the class *ci* whose conditional probability *Pr*(*ci* | *u*) is maximal. Such class *ci* is the cluster of user *u*.According to Baysian’s rule:

![](data:image/x-wmf;base64,183GmgAAAAAAAGAOwAMBCQAAAACwUwEACQAAA8MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwANgDhIAAAAmBg8AGgD/////AAAQAAAAwP///6f///8gDgAAZwMAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALQAdQFBQAAABMC0AEVDhwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XfNEGYZBAAAAC0BAQAIAAAAMgocA90KAQAAACl5CQAAADIKHAOoCAMAAABQcihlCAAAADIKTgGWDQEAAAApcgkAAAAyCk4BHAsDAAAAUHIoZQgAAAAyCk4BVwoBAAAAKnIIAAAAMgpOAckJAQAAAClyCAAAADIKTgFcCAEAAAB8cgkAAAAyCk4B7wUDAAAAUHIoZQgAAAAyCiACFQQBAAAAKXIIAAAAMgogAu0CAQAAAHxyCQAAADIKIAI7AAMAAABQcihlHAAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d80QZhkEAAAALQECAAQAAADwAQEACAAAADIKHAMuCgEAAAB1cggAAAAyCk4BpwwBAAAAY3IIAAAAMgpOAdoIAQAAAGNyCAAAADIKTgF1BwEAAAB1cggAAAAyCiACZgMBAAAAdXIIAAAAMgogAsYBAQAAAGNyHAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d80QZhkEAAAALQEBAAQAAADwAQIACAAAADIKngE5DQEAAABpcggAAAAyCp4BbAkBAAAAaXIIAAAAMgpwAlgCAQAAAGlyHAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAD3EgppQPESADCp83c5qfN3IDD1d80QZhkEAAAALQECAAQAAADwAQEACAAAADIKIALPBAEAAAA9cgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtABnNEGYZAAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

Because *Pr*(*u*) is the same for all rating values *rk*, *Pr*(*ci*|*u*) is maximal if the product *Pr*(*ci*)\**Pr*(*u|ci*) is maximal. Suppose rating values *rk* are independent given a class, we have:
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Bayesian network [4] [5] is the directed acyclic graph which is composed of a set of nodes and a set of directed arc. Each arc represents the dependence between two nodes that the strong of such dependence is quantified by conditional probability. In context of clustering model based CF, the class of user is expressed as the top-most node *C*. For instance the naïve Bayesian method can be represented as Bayesian network.

The joint probability of network is the same to the product of probabilities in naïve Bayesian:
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What we need to do is to maximize joint probability. However the Bayesian network CF is more useful than naïve Bayesian because there is no assumption about the independence of rating values *rk*. The network can be more complex in case that there are dependences between rating node *rk*. Some arcs among node *rk* occur in below network.

In situation that some Bayesian network learning algorithm can be applied to specify the conditional probabilities so that the joint probability can be determined concretely. The joint probability will be more complicated and so the way to maximize it is more difficult.

**3.2. Latent class CF**
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1. Step 1: The posterior probability *Pr*(*c*|*x,y*) is computed through parameters: *Pr*(*x|c,y*) and *Pr*(*y|c,x*) which are specified in previous iteration
2. Step 2: The parameters *Pr*(*x|c,y*) and *Pr*(*y|c,x*) are updated by current estimation *Pr*(*c*|*x,y*)

**Step 1:** computing the posterior probability *Pr*(*c*|*x,y*)

According to Bayes’ theorem, we have:
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Suppose that user *x* and item *y* are independent given c. The formulation is re-written as below:

![](data:image/x-wmf;base64,183GmgAAAAAAAIAUgAQACQAAAAARTgEACQAAA8oCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgASAFBIAAAAmBg8AGgD/////AAAQAAAAwP///73///9AFAAAPQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKwAasGBQAAABMCsAEsFBwAAAD7AgD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAFgoK3EDxEgAwqfN3OanzdyAw9XcLCmYOBAAAAC0BAQAIAAAAMgpQA8MGAQAAAOV5HAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACwCQq4QPESADCp83c5qfN3IDD1dwsKZg4EAAAALQECAAQAAADwAQEACAAAADIKAAKmBQEAAAA9eRwAAAD7AqD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XcLCmYOBAAAAC0BAQAEAAAA8AECAAgAAAAyCtkDkAcBAAAAJ3kcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3CwpmDgQAAAAtAQIABAAAAPABAQAIAAAAMgr8Aq0TAQAAACl5CAAAADIK/AJNEgEAAAB8eQkAAAAyCvwCzA8DAAAAUHIoZQgAAAAyCvwCMg8BAAAAKXIIAAAAMgr8AtINAQAAAHxyCQAAADIK/AJlCwMAAABQcihlCAAAADIK/ALLCgEAAAApcgkAAAAyCvwCXggDAAAAUHIoZQgAAAAyCjgBbxIBAAAAKXIIAAAAMgo4AVsRAQAAAHxyCQAAADIKOAHaDgMAAABQcihlCAAAADIKOAFADgEAAAApcggAAAAyCjgBLA0BAAAAfHIJAAAAMgo4Ab8KAwAAAFByKGUIAAAAMgo4ASUKAQAAAClyCQAAADIKOAEECAMAAABQcihlCAAAADIKAALsBAEAAAApcggAAAAyCgACtwMBAAAALHIIAAAAMgoAApQCAQAAAHxyCQAAADIKAAI7AAMAAABQcihlHAAAAPsCYP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1dwsKZg4EAAAALQEBAAQAAADwAQIACAAAADIKbAJtEwEAAAAncggAAAAyCmwC8g4BAAAAJ3IIAAAAMgpsAosKAQAAACdyHAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1dwsKZg4EAAAALQECAAQAAADwAQEACAAAADIKIQRABwEAAABjchwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XcLCmYOBAAAAC0BAQAEAAAA8AECAAgAAAAyCvwCyxIBAAAAY3IIAAAAMgr8AnoRAQAAAHlyCAAAADIK/AJQDgEAAABjcggAAAAyCvwCBA0BAAAAeHIIAAAAMgr8AukJAQAAAGNyCAAAADIKOAHZEQEAAABjcggAAAAyCjgBiBABAAAAeXIIAAAAMgo4AaoNAQAAAGNyCAAAADIKOAFeDAEAAAB4cggAAAAyCjgBjwkBAAAAY3IIAAAAMgoAAlEEAQAAAHlyCAAAADIKAAImAwEAAAB4cggAAAAyCgACxgEBAAAAY3IKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAOCwpmDgAACgAhAIoBAAAAAAIAAABc8xIABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

Note that two probabilities *Pr*(*x| c*) and *Pr*(*y| c*) are considered as parameters which will be updated in step 2.

**Step 2:** updating parameters *Pr*(*x| c*) and *Pr*(*y| c*)

Applying Bayes’ theorem again, we have:
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![](data:image/x-wmf;base64,183GmgAAAAAAAIARwAUBCQAAAABQSgEACQAAA/4CAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAWAERIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AEQAAZgUAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFALQAqcFBQAAABMC0AIpERwAAAD7AgD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA7QoK0KDxEgAwqfN3OanzdyAw9XfmCWbQBAAAAC0BAQAIAAAAMgpzBL8FAQAAAOV5CAAAADIK0gEPBgEAAADleRwAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAYQkKR6DxEgAwqfN3OanzdyAw9XfmCWbQBAAAAC0BAgAEAAAA8AEBAAgAAAAyCiADnAQBAAAAPXkcAAAA+wKg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV35glm0AQAAAAtAQEABAAAAPABAgAIAAAAMgr9BPAGAQAAACd5CAAAADIK/QQyBgEAAAAneQgAAAAyClwC4QYBAAAAJ3kcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV35glm0AQAAAAtAQIABAAAAPABAQAIAAAAMgpFBV8GAQAAACx5CAAAADIKjwNoEAEAAAAneQgAAAAyCo8D9Q4BAAAAJ3kIAAAAMgqPA4sKAQAAACd5CAAAADIKjwMYCQEAAAAneQgAAAAyCu4A9Q4BAAAAJ3kIAAAAMgruAGgJAQAAACd5HAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d+YJZtAEAAAALQEBAAQAAADwAQIACAAAADIKHwSqEAEAAAApeQgAAAAyCh8EMg8BAAAALHkIAAAAMgofBLkNAQAAAHx5CQAAADIKHwRaCwMAAABQcihlCAAAADIKHwTNCgEAAAApcggAAAAyCh8EVQkBAAAALHIIAAAAMgofBPIHAQAAAChyCAAAADIKfgFaEAEAAAApcggAAAAyCn4BMg8BAAAALHIIAAAAMgp+AbkNAQAAAHxyCQAAADIKfgFaCwMAAABQcihlCAAAADIKfgHNCgEAAAApcggAAAAyCn4BpQkBAAAALHIIAAAAMgp+AUIIAQAAAChyCAAAADIKIAPcAwEAAAApcggAAAAyCiADwgIBAAAAfHIJAAAAMgogAzsAAwAAAFByKGUcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV35glm0AQAAAAtAQIABAAAAPABAQAIAAAAMgpFBZwGAQAAAHlyCAAAADIKRQXhBQEAAAB4cggAAAAyCqQCkAYBAAAAeHIcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV35glm0AQAAAAtAQEABAAAAPABAgAIAAAAMgofBL8PAQAAAHlyCAAAADIKHwRRDgEAAAB4cggAAAAyCh8E5QwBAAAAY3IIAAAAMgofBOIJAQAAAHlyCAAAADIKHwR0CAEAAAB4cggAAAAyCh8ETQcBAAAAbnIIAAAAMgp+Ab8PAQAAAHlyCAAAADIKfgFRDgEAAAB4cggAAAAyCn4B5QwBAAAAY3IIAAAAMgp+ATIKAQAAAHlyCAAAADIKfgHECAEAAAB4cggAAAAyCn4BnQcBAAAAbnIIAAAAMgogA0YDAQAAAGNyCAAAADIKIAPpAQEAAAB5cgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtANDmCWbQAAAKACEAigEAAAAAAgAAALzzEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)

Where *n*(*x,y*) is the count of the co-occurrence (*x,y*) in database (rating matrix).

**3.3. Dimensionality reduction**

Two serious problems in CF are data sparsity and the huge rating matrix which cause low performance. When there are so many users or items, some of them don’t contribute to how to predict missing value and so they become unnecessary. In other words the rating matrix has insignificant rows or columns. Dimensionality reduction aims to get rid of such redundant rows or columns so as to keep principle or important rows/columns. As result the dimension of rating matrix is reduced as much as possible. Because this approach pays attention to analyzing matrix – a subject of linear algebra, it can be called as matrix factorization approach. There are two well-known dimensionality algorithms:

* Singular Value Decomposition (SVD)
* Principle Component Analysis (PCA)

**PCA**

The idea of PCA is to find out the most significant components so-called patterns in the data population without loss of information. In context of CF, patterns are users who often rates on items or items are considered by many users.

Suppose there are *m* users and *n* items, each user denoted rating vector *ui =* (*ri1, ui2,…, rin*). Form *m* user vector, the covariance matrix *C* is computed, each element *c*ij ![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAEBCQAAAADQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAAhIAAAAmBg8AGgD/////AAAQAAAAwP///9X///8AAgAAVQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3LRhmgAQAAAAtAQAACAAAADIKIAEiAQEAAABDeRwAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAA9BcKjKDxEgAwqfN3OanzdyAw9XctGGaABAAAAC0BAQAEAAAA8AEAAAgAAAAyCiABGAABAAAAznkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCALRhmgAAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) represents the variance of user *i* and user *j*. There are some special cases as below:

* Preferences of user *i* and user *j* are not related: *cij=0*
* Preferences of user *i* and user *j* are contrary: *cij=-1*
* Preferences of user *i* and user *j* are the same: *cij=1*

Note that matrix *C* is symmetric and have *n* rows and *n* columns. Matrix *C* is characterized by its eigenvalues and eigenvectors. Eigenvectors determine the orthogonal base of *C*. Each eigenvalue ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3fBhm9gQAAAAtAQAACAAAADIKkAHkAAEAAABpeRwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA7xcKVUDxEgAwqfN3OanzdyAw9Xd8GGb2BAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABNgABAAAAbHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQD2fBhm9gAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is corresponding to an eigenvector ![](data:image/x-wmf;base64,183GmgAAAAAAAEAB4AECCQAAAACzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFAARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8AAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3+Rdm6QQAAAAtAQAACAAAADIKkAHWAAEAAABpeRwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAJhgKnqDxEgAwqfN3OanzdyAw9Xf5F2bpBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABLAABAAAAZXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDp+Rdm6QAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==). Both eigenvalue ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3hhVmXwQAAAAtAQAACAAAADIKkAHkAAEAAABpeRwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA/RMKEKDxEgAwqfN3OanzdyAw9XeGFWZfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABNgABAAAAbHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBfhhVmXwAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)and eigenvector ![](data:image/x-wmf;base64,183GmgAAAAAAAEAB4AECCQAAAACzXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFAARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8AAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3+Rdm6QQAAAAtAQAACAAAADIKkAHWAAEAAABpeRwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAJhgKnqDxEgAwqfN3OanzdyAw9Xf5F2bpBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABLAABAAAAZXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDp+Rdm6QAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) are solutions of equation:

![](data:image/x-wmf;base64,183GmgAAAAAAAIAH4AEBCQAAAABwWAEACQAAA1EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGABxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9ABwAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3iRdmBAQAAAAtAQAACAAAADIKkAEVBwEAAABpeQgAAAAyCpABEwUBAAAAaXkIAAAAMgqQAcUCAQAAAGl5HAAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d4kXZgQEAAAALQEBAAQAAADwAQAACAAAADIKQAExAAEAAABDeRwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAhRUKs0DxEgAwqfN3OanzdyAw9XeJF2YEBAAAAC0BAAAEAAAA8AEBAAgAAAAyCkABawYBAAAAZXkIAAAAMgpAAWUEAQAAAGx5CAAAADIKQAEbAgEAAABleRwAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAYxgKYUDxEgAwqfN3OanzdyAw9XeJF2YEBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABlAUBAAAAtHkIAAAAMgpAAWoDAQAAAD15CAAAADIKQAFEAQEAAAC0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAASJF2YEAAAKACEAigEAAAAAAAAAAFzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) where ![](data:image/x-wmf;base64,183GmgAAAAAAAKADAAIBCQAAAACwXwEACQAAAxsBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAwAAtQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJTAOYBBQAAABMCUwBWAxwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XeVGGaUBAAAAC0BAQAIAAAAMgqAAbwCAQAAAGt5CAAAADIKgAExAAEAAABpeRwAAAD7AsD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XeVGGaUBAAAAC0BAgAEAAAA8AEBAAgAAAAyCoABQAIBAAAALHkIAAAAMgqAAb4BAQAAADF5HAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAACRGAqjQPESADCp83c5qfN3IDD1d5UYZpQEAAAALQEBAAQAAADwAQIACAAAADIKgAHhAAEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAJSVGGaUAAAKACEAigEAAAAAAgAAAFzzEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)

Eigenvalues are found out by solving the equation:

![](data:image/x-wmf;base64,183GmgAAAAAAAAAGIAIBCQAAAAAwWgEACQAAA1EBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIABhIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ABQAA1QEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJLAEgABQAAABMC1QFIAAUAAAAUAksAwwMFAAAAEwLVAcMDHAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d6MOZkkEAAAALQEBAAgAAAAyCmABIQUBAAAAMHkcAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAACoYCr9A8RIAMKnzdzmp83cgMPV3ow5mSQQAAAAtAQIABAAAAPABAQAIAAAAMgpgASYEAQAAAD15CAAAADIKYAGBAQEAAAAteRwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XejDmZJBAAAAC0BAQAEAAAA8AECAAgAAAAyCmABIAMBAAAASXkIAAAAMgpgAVoAAQAAAEN5HAAAAPsCwP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAAAqGArAQPESADCp83c5qfN3IDD1d6MOZkkEAAAALQECAAQAAADwAQEACAAAADIKYAFsAgEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAEmjDmZJAAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

Where |.| denotes the determinant of matrix and *I* denotes the identity matrix having the same order to *C* and ![](data:image/x-wmf;base64,183GmgAAAAAAAEABgAEDCQAAAADSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///9X///8AAQAAVQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wLA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAGcYCnKg8RIAMKnzdzmp83cgMPV3pQdmTwQAAAAtAQAACAAAADIKIAE2AAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAClB2ZPAAAKACEAigEAAAAA/////7zzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)represents ![](data:image/x-wmf;base64,183GmgAAAAAAAGAHAAIBCQAAAABwWwEACQAAA1sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6r///8gBwAAqgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3iBhmuAQAAAAtAQAACAAAADIK0ACeBgEAAABUeQgAAAAyCrABsAUBAAAAa3kcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3iBhmuAQAAAAtAQEABAAAAPABAAAIAAAAMgpgASwGAQAAACl5CgAAADIKYAFGAwUAAAAsLi4uLAAIAAAAMgpgAaoBAQAAACwuCAAAADIKYAE2AAEAAAAoLhwAAAD7AmD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XeIGGa4BAAAAC0BAAAEAAAA8AEBAAgAAAAyCrAB1AIBAAAAMi4IAAAAMgqwAUQBAQAAADEuHAAAAPsCwP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAABHGApkoPESADCp83c5qfN3IDD1d4gYZrgEAAAALQEBAAQAAADwAQAACAAAADIKYAH9BAEAAABsLggAAAAyCmABIQIBAAAAbC4IAAAAMgpgAaMAAQAAAGwuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AuIgYZrgAAAoAIQCKAQAAAAAAAAAAvPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=). The number *k* of eigenvalues is much smaller than *n* items*.* Note that the larger an eigenvalue is, the more significant it is. Let *E* is the matrix that is composed of *k* eigenvectors*,* user vector *u* is “compressed” as below:

![](data:image/x-wmf;base64,183GmgAAAAAAAKAIAAIACQAAAACxVAEACQAAA6EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9gCAAAqgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wLA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3phhmhQQAAAAtAQAACAAAADIKYAHuBwEAAAApeQgAAAAyCmABYgQBAAAAKHkcAAAA+wJg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3phhmhQQAAAAtAQEABAAAAPABAAAIAAAAMgrQAOwAAQAAACd5HAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d6YYZoUEAAAALQEAAAQAAADwAQEACAAAADIKsAFvBwEAAAB1eRwAAAD7AsD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAwqfN3OanzdyAw9XemGGaFBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABywQBAAAAdXkIAAAAMgpgAYICAQAAAEV5CAAAADIKYAExAAEAAAB1eRwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAqRgKJEDxEgAwqfN3OanzdyAw9XemGGaFBAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABqwYBAAAAbXkcAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAJ0YCvVA8RIAMKnzdzmp83cgMPV3phhmhQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAbYFAQAAAC15CAAAADIKYAGBAwEAAAC0eQgAAAAyCmABeAEBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCFphhmhQAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) where ![](data:image/x-wmf;base64,183GmgAAAAAAAKAB4AECCQAAAABTXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3jRhmJgQAAAAtAQAACAAAADIKkAEEAQEAAAB1eRwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAIRgKkkDxEgAwqfN3OanzdyAw9XeNGGYmBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABQAABAAAAbXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAmjRhmJgAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)is the mean of *u*.

The vector *u*’ is projected on base *E*. The reason why vector *u* is subtracted by ![](data:image/x-wmf;base64,183GmgAAAAAAAKAB4AECCQAAAABTXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGgARIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3ohhm5AQAAAAtAQAACAAAADIKkAEEAQEAAAB1eRwAAAD7AsD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAnhgKnKDxEgAwqfN3OanzdyAw9XeiGGbkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCkABQAABAAAAbXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQDkohhm5AAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)before it is multiplied by *A* is to adjust *u* to its mean. It is easy to recognize that the dimension of vector *u* which is *n* is now reduced to *k* (![](data:image/x-wmf;base64,183GmgAAAAAAAMADoAEBCQAAAABwXAEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///+AAwAAVQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3shhmiwQAAAAtAQAACAAAADIKQAHbAgEAAABueQgAAAAyCkABOwABAAAAa3kcAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAABgTChhA8RIAMKnzdzmp83cgMPV3shhmiwQAAAAtAQEABAAAAPABAAAIAAAAMgpAASwBAgAAADw8CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0Ai7IYZosAAAoAIQCKAQAAAAAAAAAAXPMSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)). The rating matrix *R* that composed of *n-dimension* vectors *u* becomes matrix *R’* composed of *k-dimension* vectors *u’*. The components of *u’* are the most significant components. All other CF algorithms can be applied into *R’* instead of *R*. Moreover original vector *u* can be recovered from *u’* with the acceptable loss of information.
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**3.4. MDP-based CF**

Recommendation can be considered as the sequential process including many stages. At each stage a list of items which is determined based on the last user’s rating is recommended to user. So recommendation task is the best **action** that recommender system must do at concrete stage so as to satisfy user’s interest. The recommendation becomes the process of making decision so as to choose the best action.

Suppose recommendation is the finite process having some stages. Each stage is transaction which reflects items that user rates. Let *k* be the number of last *k* rated items; so each state is denoted *s* =![](data:image/x-wmf;base64,183GmgAAAAAAAAAH4AEBCQAAAADwWAEACQAAA3cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AEABxIAAAAmBg8AGgD/////AAAQAAAAwP///7X////ABgAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wLA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAAQRCsig8RIAMKnzdzmp83cgMPV3RRFmJwQAAAAtAQAACAAAADIKQAFDBgEAAADxeQgAAAAyCkABNgABAAAA4XkcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3RRFmJwQAAAAtAQEABAAAAPABAAAIAAAAMgqQAcIFAQAAAGt5HAAAAPsCwP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d0URZicEAAAALQEAAAQAAADwAQEACAAAADIKQAElBQEAAAB4eQgAAAAyCkABQgIBAAAAeHkIAAAAMgpAAb0AAQAAAHh5HAAAAPsCwP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d0URZicEAAAALQEBAAQAAADwAQAACgAAADIKQAFbAwUAAAAsLi4uLAAIAAAAMgpAAbgBAQAAACwuHAAAAPsCYP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuADCp83c5qfN3IDD1d0URZicEAAAALQEAAAQAAADwAQEACAAAADIKkAHfAgEAAAAyLggAAAAyCpABSAEBAAAAMS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAnRRFmJwAACgAhAIoBAAAAAAEAAAC88xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) where *xi* is the rated item.
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The **reward** function*R*(*a, s*) is used to compute the measure expressing the likeliness that action *a* is done given state *s*. The more *R*(*a,s*) is, the more suitable action a is to state *s*.

Let *T*(*si, sj, a*) be the transition probability from current state ![](data:image/x-wmf;base64,183GmgAAAAAAAGAD4AEBCQAAAACQXAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgAxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gAwAAlQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3bhFmaAQAAAAtAQAACAAAADIKQAFaAgEAAABTeQgAAAAyCkABQAABAAAAc3kcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3bhFmaAQAAAAtAQEABAAAAPABAAAIAAAAMgqQAb8AAQAAAGl5HAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAABzEQo1oPESADCp83c5qfN3IDD1d24RZmgEAAAALQEAAAQAAADwAQEACAAAADIKQAFBAQEAAADOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAGhuEWZoAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) to next state ![](data:image/x-wmf;base64,183GmgAAAAAAAIADAAICCQAAAACTXwEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9AAwAAtQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3ZBFmUwQAAAAtAQAACAAAADIKQAF/AgEAAABTeQgAAAAyCkABQAABAAAAc3kcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3ZBFmUwQAAAAtAQEABAAAAPABAAAIAAAAMgqQAeEAAQAAAGp5HAAAAPsCwP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAAAUCgp5oPESADCp83c5qfN3IDD1d2QRZlMEAAAALQEAAAQAAADwAQEACAAAADIKQAFmAQEAAADOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAFNkEWZTAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) Given action *a![](data:image/x-wmf;base64,183GmgAAAAAAAEACYAEACQAAAAAxXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAAhIAAAAmBg8AGgD/////AAAQAAAAwP///9X///8AAgAANQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wLA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AMKnzdzmp83cgMPV3+RJmOwQAAAAtAQAACAAAADIKIAFFAQEAAABBeRwAAAD7AsD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAERMKUkDxEgAwqfN3OanzdyAw9Xf5EmY7BAAAAC0BAQAEAAAA8AEAAAgAAAAyCiABGAABAAAAznkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA7+RJmOwAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)*. So *T*(*si, sj, a*) expresses the possibility that user’s ratings are changed from current state to next state.

A policy *P* is defined as the function that assigns an action to pre-assumption state.
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1. Initializing the policy *P* = *P0*
2. Computing value function *vs*(*n*) for every state *s*. Each *vs*(*n*) has respective action *a* which maximizes sum of rewards. Therefore the optimal policy *P’* is set to be *a*; so *P’*(*s*)=*a*
3. If *P’ = P* then algorithm is stopped and *P* is final optimal policy. Otherwise set *P* = *P’* and return step 2.

**4. A proposed model-based approach complying with statistical method**

We also give a new idea for model-based approach so as to gain high accuracy and solve the problem of sparse matrix by applying evidence-based inference techniques. A proposed model-based approach complying with statistical method which combine Expectation Maximization (EM) and Bayesian network. EM fills in missing data in sparse matrix to be complete matrix. Bayesian network is built from complete matrix.

* The EM algorithm estimates the parameters of a probability model. EM is typically used to compute maximum likelihood estimates given incomplete samples. Because there is a reason to believe that a data set is comprised of several distinct populations, a mixture model can be used.
* The advantage of Bayesian network is probabilistic inference. However, we must solve two problems: how to perform each node in network and build the Bayesian network from the item-based matrix. Furthermore, we also ongoing research about algorithms for building Bayesian network from entropy.

4-step algorithm which combine EM and Bayesian network:

**Step 1:** Transposinguser-based matrix to item-based matrix

|  |  |  |  |
| --- | --- | --- | --- |
|  | *item1* | *item2* | *item3* |
| *user1* | r11 = 1 | r12 = 3 | r13 = **?** |
| *user2* | r21 = 3 | r22 = **?** | r23 = 5 |
| *user3* | r31 = 4 | r32 = 2 | r33 = 1 |
| *user4* | r41 = **?** | r42 = **?** | r43 = 3 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | *user1* | *user2* | *user3* | *user4* |
| *item1* | r11 = 1 | r21 = 3 | r31 = 4 | r41 = **?** |
| *item2* | r12 = 3 | r22 = **?** | r32 = 2 | r42 = **?** |
| *item3* | r13 = **?** | r23 = 5 | r33 = 1 | r43 = 3 |

**Step 2:** The EM algorithm is an efficient iterative procedure to compute the Maximum Likelihood (ML) estimate in the presence of missing or hidden data. Each iteration of the EM algorithm consists of two processes: The E-step and the M-step.

* In the expection, or E-step: the missing data are estimated given the observed data and current estimate of the model parameters.
* In the maximization, or M-step: the likelihood function is maximized under the assumption that the missing data are known.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | *user1* | *user2* | *user3* | *user4* |
| *item1* | r11 = 1 | r21 = 3 | r31 = 4 | r41 = **3** |
| *item2* | r12 = 3 | r22 = **3** | r32 = 2 | r42 = **2** |
| *item3* | r13 = **2** | r23 = 5 | r33 = 1 | r43 = 3 |

**Step 3:** Building the Bayesian network from the item-based matrix in step 2, using Entropy. Each node have five values {1, 2, 3, 4, 5} with probability.
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**Step 4:** Suppose thatactive user U = (*I1=?, I2=3, I3=4*), the problem which needs to be solved is how to estimate value of item I1. Using inference mechanism based on evidence in Bayesian network to determine post probability of I1. For example: the post probabilities of I1 are: Pr(I1=1), Pr(I1=2), Pr(I1=3), Pr(I1=4), Pr(I1=5). Estimate value of I1 is value which the post probability is maximal.

![](data:image/png;base64,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)

**5. Conclusion**

Phung evaluates both memory-based and model-based and stresses on that model-based is the trend of filtering method because there are two reasons:

* its strong points (summarize its strong points)
* it is the potential approach because it can take advantage of power mathematical tools and artificial intelligent methods such as statistics, machine learning… Then Phung gives everyone the sufficient reasons for applying statistical technique like EM, Bayesian network into our algorithm.
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