知识图谱部分相关文献综述

1. 知识图谱定义相关

1.1 知识图谱定义与背景

知识图谱（Knowledge Graph）在维基百科中的定义为：知识图谱是Google用于增强其搜索引擎功能的知识库。互联网自从被发明至今，被认为经历了三个主要阶段：以“文档互联”作为其主要特征的Web1.0，以“数据互联”作为其主要特征的Web2.0，以及当下正在逐步进入的，以“知识互联”作为其主要特征的Web3.0。这里的“知识”与学生日常在学校中学习到的“知识”的定义并不相同，其着重点是能被计算机理解。当然，这种知识的定义并非是新兴的概念。早在2004年，为了给数量庞大甚至臃肿的互联网页添加语义，让计算机能够自动处理网页上的信息，作为这种概念前身的语义网就被提出，并产生了RDF与OWL等形式化本体语言。万维网联盟（W3C）将它们立为推荐标准，并呼吁在互联网中广泛使用这类包含隐藏语义的语言。RDF和OWL都是基于XML的形式化、结构化语言，其创造本义就不是为了让人，而是为了让计算机理解的。正是基于对语义网的研究，逐渐引出了知识图谱这一新的领域。

2012年，Google收购了原本致力于构建一个世界级规模的开放Web语义知识库的Metaweb公司后，正式提出了知识图谱的概念，并将知识图谱应用于其搜索引擎之中，以提供语义搜索的功能。从此，知识图谱被越来越多地应用于各个领域，国内也同样有搜狗的“搜立方”及百度的“知心”等搜索引擎建立于知识图谱技术之上。

1.2 知识图谱相关概念

一般而言，知识图谱的整体结构分为“模式层”与“数据层”两层。模式层为抽象的上层，是知识图谱的核心，主要包括“实体-关系-实体”与“实体-属性-属性值”。其中的“属性”也可以转化为“具有”这一关系，即将“实体-属性-属性值”转换为“实体-关系-实体”。数据层即为模式层的具象化，包含真实的数据，这些数据以上两种三元组形式进行存储，最终形成一张庞大的数据图，即为知识图谱。其中，“实体”是图中的节点，可以是诸如时间、地点、人名、事件等等，而“关系”则是图中连接两节点的边，也是模式层中定义的关系的一个实例。

知识图谱可以从不同角度进行分类。从覆盖范围角度看，知识图谱可以被分为通用类知识图谱与领域类知识图谱。通用类知识图谱更注重知识的广度，追求囊括更多更全面的知识。类似百度、谷歌这样的搜索引擎需要的正是此种类型的知识图谱。相对应的，领域类知识图谱则更聚焦于某一专业领域，如经济、医学等，力求细致准确地收纳这一专业的专业知识，以供相关软件与公司使用。从构建方式角度看，一部分知识图谱主要依靠专业人士手动构建。人工构建带来的是极高的准确度与完整性，但代价是规模一定偏小，因此更适合用来构建某一专业的领域类知识图谱。相对应的，另一部分知识图谱主要依靠人工智能的自动抽取，从互联网数十亿的网页中抽取数据，进行自动化的知识图谱构建。这样的方式带来的是极大的知识与数据量，并可以不断迭代更新，但同样会导致知识驳杂，质量层次不齐，准确度也无法保证。通用类知识图谱由于其规模所限，一般只能采用这样的方式构建。当然，以上的方法也可以相互融合，比如大的通用类知识图谱将小型的专业类知识图谱吸纳整合等。

1. 知识图谱构建相关

一般而言，知识图谱的构建是迭代性的过程，每一轮迭代中主要包含：知识抽取，知识融合，知识存储，知识加工等步骤，经过多次迭代才能形成一个规模较大，准确度较高的可用的知识图谱。

2.1 知识抽取

互联网上的知识主要可分为结构化数据、半结构化数据以及非结构化数据三种。

2.1.1 结构化数据

结构化数据主要指已存储在关系型数据库内的数据，数据都已经有明确的实体名以及实体之间的对应关系，是使用起来最方便的数据，因此是构建知识图谱的重要知识来源。结构化数据的知识抽取主要关注如何将关系型数据库的存储形式转化为知识图谱可用的数据类型。目前已经有一些比较成熟的用于将关系型数据库转化为RDF或OWL数据的方式。典型的rdb2rdf（关系型数据库数据转化为RDF数据）包括直接映射和R2RML。直接映射采用一种默认的，约定俗成的算法将数据表转化为RDF图，包括表、主键、外键等。而R2RML则是在其基础上给予用户自定义转化、映射方式的工具，更为灵活。总而言之，R2RML功能更为强大，包含了直接映射的功能。

2.1.2 半结构化数据

半结构化数据主要指百科类网站上的网页信息数据。这类网页结构有很高的一致性，因此抽取有一定的规律。同时，百科网页数据量大，数据质量有保障，因此对于构建知识图谱同样至关重要。

半结构化数据的抽取主要有三种方式：人工抽取，有监督的自动抽取与无监督的自动抽取。人工抽取顾名思义，依靠人工对网页结构进行分析，手动构建合适的数据抽取脚本来对某一百科网站进行数据抽取。这种方式好处在于准确性与效率极高，缺点在于可移植性差，消耗大量人力，同时如果网页内容有所更新，脚本也需要同步更新。有监督的自动抽取指先选取一定的已标注的训练集用于机器学习的训练，然后将训练完成的模型用于数据的抽取。这种抽取方式的效率和准确率很大程度上取决于用于训练的训练集选取的好坏。最后，无监督的自动抽取指先将网页聚类分组，然后依靠机器学习自动发掘其中数据的分布规律，并进行数据的抽取。这是对人力资源消耗最少的方法，但缺点是抽取来的数据可能有大量的噪声。

2.1.3 非结构化数据

非结构化数据指一般网页上的数据。虽然百科网页数据已经较为全面，但仍有大量的知识散布在普通的一般网页之中。这些网页结构多样，内容复杂繁多，因此是三种知识抽取中最具挑战性的。

简单来说，非结构化数据需要进行实体抽取、关系抽取与属性抽取等步骤，每一步都有多种方法，如基于规则的匹配，机器学习、深度学习等等。其中基于规则的匹配比较类似手工抽取，需要由专家进行规则与模板的编写，在小数据集上准确率极高，但同样具有可移植性、可扩展性差的问题，无法被广泛应用。机器学习等方法则更为自动化，但仍依赖训练集的选择决定最终模型的好坏。

2.2 知识融合

由于知识抽取来源的多元性与异构性，最终得到的结构化数据可能存在各种歧义问题。知识融合就是将多种来源的数据相互融合，组成质量高、覆盖广的知识图。

知识融合要解决的是不同来源数据间对同一实体称呼方式不同，导致最终的查询出现结果不符、结果缺失的现象。如“复旦”、“复旦大学”、“Fudan University”指代的可能都是相同的实体。同时，知识融合也需要解决实体之间的歧义问题，如“我的苹果坏了”与“我喜欢吃苹果”，前者指代的是苹果手机，而后者指代的是水果苹果。最后，知识融合还需要解决指代间的歧义问题，如人称代词“他”指代的究竟是上下文中的哪个具体实体人等。

2.3 知识存储

知识存储即将已完善过的知识进行存储的方式。主流的存储方式主要有：RDF数据存储与图存储。

2.3.1 RDF数据存储

RDF数据存储与传统关系型数据库比较类似，主要包括三元组表存储、垂直划分存储、水平划分存储及属性表存储等。

三元组表存储就是将每一个关系三元组的主语、谓语、宾语作为关系型数据表中的三列进行存储，其查询非常直接方便，缺点是在查询时会进行大量的连接操作，在数据量大时性能会受到很大影响。典型的使用三元组表存储方式的系统是3store。

垂直划分存储即建立与谓语数量相同的关系型数据表，并将所有主语与宾语作为表的两列进行存储。这种方式在谓语较多时需要维护大量的数据表，且数据表之间的相互连接也十分频繁。典型的使用垂直划分存储的系统是SW-Store。

水平划分存储即建立一整张关系型数据表，每行对应一个主语，每列对应一个谓语，表格内容就是该主语与谓语对应的宾语。这样的存储方式查询方便，但主要有两个问题。首先，表中会存在大量空值；其次，对于每一个确定的主语及谓语，至多只能有一个宾语存在，但在事实的知识图谱中并非如此。

属性表存储则在水平划分存储上有所优化，先将主语分类，然后将相同类型的主语置入同一张表中。这种方式的假设是同类主语的谓语也会比较相似，因此表中的空值数量会被大大减少。然而事实上在即便在相同类型的主语之间谓语依然有可能出现较大差异，因此空值问题并没有被很好地缓解，同时也没有解决一一对应问题。典型的使用属性表存储的系统是Jena。

2.3.2 图存储

每种不同的图数据库都为存储三元组设计了不同的，有针对性的底层存储结构。典型的图数据库有Neo4j。Neo4j的存储主要包括实体（节点）、关系（边）、属性和标签。图数据库是目前知识图谱构建主流选择的存储方式，因为其底层设计具有针对性，同时充分借鉴了现有的大规模数据库查询系统的经验，因此在性能上，尤其是大规模、复杂的数据查询性能上具有较大的优势。

1. 知识图谱应用相关

3.1 智能搜索

如前文所述，知识图谱最初被提出的目的就是为了强化Google的搜索引擎功能。传统的搜索引擎会将用户输入的关键词与其数据库中的网页进行匹配，并以关联度高低将结果返回给用户，而在知识图谱帮助下的语义搜索则可以在此基础上完成更复杂的功能，比如将用户搜索的实体“复旦大学”的相关信息（所在地、邮编、专业排名等等）一并返回。同时，知识图谱可以通过实体对齐的方式解析用户的真正意图，比如搜索“复旦大学校长”，搜索引擎并不简单地返回与该关键词相关的网页，而是将其对齐至实体“金力”，并直接返回其相关信息。同时，搜索引擎还能将历任复旦大学校长的信息作为补充一并返回。

3.2 智能问答

问答系统则可以看成搜索引擎的强化使用版本。为了回答用户的自然语言式问题，问答系统需要先利用NLP（自然语言处理）相关技术对问题进行解析，抽取出其中的实体与谓语，再在知识图谱中进行检索。简而言之，问答系统就是将知识图谱看作一个庞大的知识数据库。

在此基础上，用户可能会提出更多种更难的问题，如“多条问答”：“与复旦大学在同一个城市的大学中最大的是哪一所？”需要先解析出复旦大学所在城市上海，然后再通过上海的大学关联，比较占地面积，返回最终结果。“多轮问答”：“复旦大学在哪个城市？”“它的邮编是多少？”需要智能系统能够保留前一轮甚至前几轮使用到的实体，包括问题与答案中的实体，然后进行指代解析等等。

3.3 推荐系统

推荐系统目前也广泛被应用于各大电商平台。其主要内涵在于，先构建商品之间相互关联的知识图谱，然后跟踪用户的购买与使用软件习惯，有针对性地推荐类似的产品，以达到最好的推销效果。同时，推荐系统还会根据收集大量顾客的购买信息，找到与用户类似的其他用户的购买行为，进行相对应的推荐。这些也就是常见的“猜你喜欢”，“其他人还在搜”等功能。
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