**前言**：

生产无小事，生产环境的任何问题无论大小都要当成故障对待，要想保证版本质量，必须提升全体员工的这种意识，让每个人都把生产问题当成很重要的事去对待。保证生产环境版本质量会涉及方方面面的因素，比如代码质量、测试保障、上线前准备工作等等，每个环节都有很多学问需要不断的总结提炼才能逐步提升版本质量。

做项目从代码开发、测试、联调、上线，各个环节都需要严格的管理流程来管控，只靠员工的经验、自觉性是远远不够的或者说不可靠，不管控好每个环节，版本质量出问题是迟早的事，轻者客户投诉，重则会客户扣款影响合作，所以必须重视和加强。

先说一下做项目如何避免一些常见的低级错误，所谓低级错误就是不用动脑就能做好的事却除了问题，这种错误一旦出现，无法跟客户解释，客户基本也都是零容忍。

**常见问题1：版本管理流程不健全。**

项目管理过程中版本管理至关重要，一般项目都是迭代开发上线，就是上线之后定期或者不定期的有新需求或优化要上线，如果没有版本管理或者管理不完善版本就会很乱，出问题是必然的。

**措施：**

正常情况下的代码起码要拆分出3个分支，开发分支、测试分支、生产分支，开发人员只在开发分支开发代码，开发完成之后同步到测试分支，发布测试环境给测试人员测试使用，这样可以避免开发人员继续开发新需求和修改BUG影响测试人员版本稳定性，测试通过之后代码提交到生产分支（提交后在版本上载前要全量测试），生产分支的代码是用来上线用的，任何人不能随意改动和提交，这里必须做好管控（通过svn或者get权限控制，通过人工管理不靠谱），代码提交之前组长要做代码检查，避免出现错误。

**常见问题2：版本发布缺少打包机制**

版本每次发布都需要打包，打包之前要修改一些文件，多数都是配置文件，比如测试环境的IP地址改成生产环境IP等，有时候可能改的还不止一个文件，只要有一点点的疏漏，版本必然出现低级问题。

**措施：**

能用脚本做的尽量不要人工去改，人工改可能会改错、改漏，而这种改动在上版本之前又无法检查，问题不容易被发现，当上了生产出了问题就是低级问题。修改文件、替换文件等都写成脚本来做，经过严格测试保证脚本没问题，以后打包都用程序做，这样打包出问题的几率几乎为零。

**常见问题3：版本发布前后台程序不一致**

项目基本都有前后台，如果前后台程序没有管理好，前台后台版本不一致是必然要出错的，后台增加了对新增表字段的处理，但是发布过去的前台是旧的，不出问题是不可能的，前端调用后端程序必然报错。

**措施：**

这个问题要从两方面来保障

1，做好版本管理，调研完需求生成任务单分派给前后台的开发人员开发，开发完之后提交测试，测试人员测试的时候开发人员会继续开发新的需求，此时新需求不准提交到测试版本，等上一个版本的需求测试没问题同步到生产环境之后才允许开发人员提交下一个版本的需求代码，这样就不会乱，否则谁想提交代码就提交，完全没有管控，整个代码里面哪个需求提交了多少代码，前后台是否同步提交了也没人说得清，不出问题才怪。

2，运维人员发布版本做好目录规划，每个版本前后台都清晰的规划好目录，避免搞乱，如果版本管控好了，运维人员发布的时候发错了就是典型的低级问题。

**常见问题4：上一个版本修复的BUG这个版本又出现了**

这个问题是版本拆了分支没有管控好导致的，因为每次发布的都是生产分支的代码上线，当版本上线后用户使用过程中出现了问题，客户会提给开发处理，开发人员为了紧急处理问题，找到问题后直接在生产代码修改了，测试人员测试没问题就上生产了。问题已经修复，但是没有在开发分支同步代码，当下个版本上线时直接从开发分支拿代码放到测试分支再同步生产分支，导致把之前生产分支修复的BUG给覆盖了，这个问题大家一听问题很明显啊，但是这种问题会经常出现，这个也是非常经典的低级问题华为做移动这么多年，这种问题依然还经常出现。

**措施：**

版本上载后客户使用过程中提的问题，一定要严格按流程来走，先在开发分支改，同步到测试分支测试，没问题再同步到生产分支打包发布，切忌直接在生产分支修改BUG，这必须明令禁止。

**常见问题5：版本又出现了上次出现的类似的问题**

版本上载经常遇到这次又出现跟上次版本类似的问题，这种也是客户不能容忍的，会觉得一种问题反复出现，比如程序用到的数据库参数忘记提交了等等这种也是典型的低级问题。

**措施：**

随着版本上载的增加，每次遇到问题都记录到一个checklist表格中，每次版本上载之前都从头到尾核对一次，避免以前忘记做的操作，这次又忘记了，这份checklist不断完善，记录越来越多，问题就会越来越少。
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