# Gender classification with Fisher vector faces on the Adience dataset

## Method

The task was to use fisher vector faces [1] to calculate features of the faces provided in the adience dataset [2] and train a Support vector machine (SVM) for a gender classifier.

### Dataset

The dataset contains 26580 images. I used the in 2D-plain aligned version of the dataset for my experiments. Also I used only frontal images of faces. So the dataset contained only 13560 images.

### Preparation

First all faces are cropped from the images with a static mask (114x114 pixels of a 250x250 image obtained by a Viola Jones face detector).

### Fisher Vector Faces

I used the provided MATLAB implementation of the fisher vector faces [1] and adopted it for my needs. For Fisher vector faces, first dense SIFT features are computed on the input image. In the next step they are then encoded into one feature vector using fisher vectors, which use Gaussian Mixture Models to fit the data. (This tries to keep as much information while lowering the number of need features). Next a dimensionality reduction is applied by searching for a linear projection which minimizes distances between samples of the same group and maximizing samples of different groups (in our case faces).

In order to compute features for the adience data set I used an already trained set of features which were trained on the unrestricted Labeled Faces in the Wild (LFW) data set. The provided data by the authors made it only possible to use feature sets learned on a tenth of the whole dataset without a major code rewrite.

### Machine learning

For training I used a SVM using k-fold cross validation with k=5 using the provided folds by the adience dataset. I optimized the C parameter (or lambda = 1/C) to find the value that provides the smallest error C = 40 (lambda = 0.025) by using exhaustive grid search on the averaged error rates of the 5 possible folds.

## Results

On evaluation with 5-fold cross validation I get the following results as compared to other methods:

|  |  |  |
| --- | --- | --- |
|  | Mean | Std. Dev |
| Best from [2] | 77.8 | 1.3 |
| Best from [3] | 79.3 | 0.0 |
| Best from [4] | 86.8 | 1.4 |
|  |  |  |
| With FVF [1] | 68.0 | 2.4 |

## Problems

Long runtimes for feature calculation.
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