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**Short abstract**: Social media companies face increasing pressure to address the spread of fake news, with it majorly affecting public opinion in recent years. In this CBE, students will develop a position on what changes companies should make in their approach to dealing with fake news. The CBE offers use of extended literature and the ethical cycle procedure to make students develop arguments to support their position. The reasoned position will be orally presented, with other students arguing against it. Finally, the reasoned position (with rebuttal of objections) will be written down in a report.

**Story**: In the past few years, fake news has increasingly become an ever more pressing problem for social media platforms. Individuals, groups and even states with nefarious intentions have tried to affect public opinion through posting misleading news articles, doctored photos and videos as well as unsupported claims, thereby steering debates, influencing elections or discrediting particular individuals or groups. Most recently, such fake news campaigns were observed in the aftermath of the Christ Church shooting in New Zealand and the Notre Dame fire. Fake news items by themselves are harmless, but when they go viral across the internet as a result of unsuspecting social media users or the less-innocent armies of trolls massively sharing them, they can become harmful, for instance when they contribute to the further polarization of groups or damage the reputation of particular individuals. Social media companies, including Twitter, Google, and Facebook, as well as news organizations face increasing pressure to address the spread of fake news.

Social media companies and news organizations have taken steps to deal with fake news, including employing fact checkers and automating the detection of fake news items. Such measures often involve value tradeoffs, diverse stakeholders, and conflicting interests. To design and make decisions about appropriate measures, companies must consider values like freedom of speech, freedom of association, equality, public safety and security, as well as other factors, like company goals, legal obligations, obligations to shareholders, reputation, and financial interests. In the past few years, company policies on these questions have attracted attention from politicians, the public, etc., and the companies are increasingly asked to defend whatever fake news policies they decide to implement.

In this assignment, students will develop and defend a position on an ethical problem related to fake news. To do this, they will use concepts and theories from social sciences and ethics.

**Educational instructions**

This exercises uses the Ethical Cycle format, of which an extended description is available in the 4TU.Ethics collection.

Step 1: Getting to know the topics and the problem of Fake News

**Input**: Story, articles in “General Resources” and “Topic-Specific Resources”, the handout (student version of this cbe).

**Activity**: Students form their groups autonomously and decide together on what topic to work on (Google, Instagram, Reddit, Twitter, a news aggregator of their choice). Groups then familiarize themselves with the general problem of Fake News by reading their own selection of sources provided in “General Resources”. They are also asked to read articles specifically related to their topic of choice, which are provided in “Topic-Specific Resources”, and to look for any additional relevant literature. The reading of these sources may be divided amongst group members. Students discuss their insights within their groups to create a well-rounded understanding of the problem amongst all members.

**Output**: Written piece on findings of literature research.

Step 2: Defining a position

**Input**: Findings of literature research (output step 1), assignment question (this step presupposes that students are familiar with the ethical cycle and ethical frameworks used therein, if not lectures or other additional activities to create this condition are required).

**Activity**: Student groups apply the ethical cycle in order to reach a position on their ethical question, starting from the assignment question: *What is one change that this company should make in its approach to dealing with fake news?* (where the company follows from the chosen topic). While applying the ethical cycle, students are asked to find relevant additional resources if needed.

Phase 1 Moral Problem Statement students narrow down an ethical problem with fake news, by answering the questions: what is the problem with the situation, who has to act (the company), and what is the moral nature of the problem? (which norms/values are conflicting here?)

Phase 2 Problem Analysis students analyse the situation, by identifying stakeholders and their interests, relevant moral values and relevant, uncertain and possibly missing facts.

Phase 3 Options for Action students come up with various feasible options for action for the agent (company) that has to act.

Phase 4 Ethical Evaluation students evaluate the different options in a number of ethical frameworks. The informal intuition and common sense frameworks can provide a good start, formal frameworks Utilitarianism, Deontology and Virtue Ethics can be used, and for this CBE in particular, frameworks such as Value Ethics or Mediation Theory could be useful.

Phase 5 Reflection students reflect on the outcomes of the evaluations in the different frameworks to come to a well-argued stance on the best option for action. Useful questions for this step include: “Does an ethical framework succeed in selecting those features of a situation that are morally relevant?” and “Does an ethical framework provide reasons that support my intuitive opinion?”. Criticizing the frameworks (as in moral philosophy) might also help to come to a well-rounded conclusion.

**Output**: A written and well-argued position on the ethical question, structured by the steps of the ethical cycle.

Step 3: Presenting the position

**Input**: The group’s research and position on the ethical question (output step 2).

**Activity**: Student groups prepare a 10 minute presentation that explains their position and an argument for that position. The argument should be grounded in the literature research, the ethical cycle analysis, and also an analysis of relevance and feasibility of their recommended option for action. They are also asked to prepare responses to objections to their position.

These presentations will take place in a larger session. While one group is presenting, other groups will be asked to be the audience, actively raise objections to the groups that present positions to the same topic they’ve been working on. Next to objections, the listening groups should also pose generally helpful or insightful questions. After each presentation, the instructor will randomly select at least one listening group to share their questions and objections. The presenting group will then have time to respond and defend. The presenting group should take note of the most important objections raised.

**Output**: A 10 min. presentation, debate and discussion among groups.

Step 4: Written report

**Input**: All previously gained insights on a group’s specific topic (output steps 1-3)

**Activity**: The groups will spend time preparing a written report, including at least their position on the ethical question, their argument for that position (supported by their literature research and ethical cycle analysis), the most important objection to their position, and their response to that objection. The objection can stem from the feedback they got after presenting, but may also be an objection they came up with themselves.

**Output**: A written report (2000-2500 words).

**Rubric sketch for the CBE:**

|  |  |  |  |
| --- | --- | --- | --- |
| Step | Unsatisfactory | OK/Satisfactory | Excellent |
| 1 | Read and discussed too little of general resources / Minimal understanding of problem and/or topic | Read a selection of general resources / decent understanding of problem and topic / literature selection paints somewhat one-sided picture / no additional literature | Read a good selection of general resources and additional literature / good and well-rounded understanding of problem and topic |
| 2 | Did not (properly) apply ethical cycle / developed no defined position on the ethical question | Developed a defined position on the ethical question / A connection to literature research and ethical cycle is present | Developed a defined position on the ethical question / Strong and clear connection to (additional) literature research and ethical cycle is present. |
| 3. | **Presenting**  No presentation / incoherent story / weak argumentation or link to process / | **Presenting**  Coherent position based on process / slight relevancy and/or feasibility issues / weak defence against objection | **Presenting**  Coherent position based on process / relevant and feasible recommendation / decent to strong defence against objection |
| 3. | **Listening**  Not present / no input on questions and/or objections | **Listening**  Some effort put into questions and objections / quality or quantity of feedback could be better / presenting groups gain little insight from feedback | **Listening**  Considerable effort put into questions and objections / quality and quantity of feedback is good / presenting groups gain strong insight and receive valuable objections |
| 4. | No report / missing requirements / no clear definition or argumentation of position / no attempt to defend against objections | All requirements present / coherent position based on research / weak defence against objections | All requirements present / coherent based on extensive research / decent to strong defence against objection |
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**Meta-data**

1. **Overall learning outcomes/competencies**: Moral decision-making skills, Moral judgement skills, Moral sensibility, Moral analysis skills, Moral creativity
2. **Theoretical frameworks used to analyse this case:** Value ethics, value sensitive design, responsible research and innovation, mediation theory
3. **Ethical concepts:** Value trade-offs, autonomy, openness, transparency, mediation of perception.
4. **Keywords**: Fact checking, social media, fake news, community guidelines, algorithm
5. **Level of education**: bachelor, master
6. **Technology domain**: Digital technologies: Social Media
7. **Engineering studies**: All engineering students
8. **Type of education delivery**: synchronous, in real life.
9. **Resources required**: standard (books, texts, flipcharts, post-its, etc)
10. **Length and ECTS**: 50 hours, 2 ECTS.