用語集

・ミニバッチ

訓練データの中からランダムに複数のデータを選びだす

・エポック

1つの訓練データを何回繰り返して学習させるか

・コーパス

構造情報を整理したデータベース

・ハイパーパラメータ

推論や予測の枠組みの中で決定されないパラメータ

・損失関数

機械学習モデルが算出した予測値と、実際の正解値のズレを計算するための関数

・オプティマイザ

![「微分数とは」の画像検索結果](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQAAAACgCAMAAADUx0IOAAAAbFBMVEX////5+fmcnJySkpIAAAD8/Pzt7e3T09Po6Ojh4eGvr6/z8/P29vbl5eXb29ve3t7Ly8u/v7+np6eAgIBSUlK1tbXFxcWHh4dtbW0jIyNLS0tkZGRfX191dXU4ODhGRkYqKioYGBg/Pz8xMTF8BOOkAAAEIUlEQVR4nO3Zi3biKhQG4B0QSCAXciGxRlunff93PEDaaqbapeesdOKZ/1urXkJiw+ayEYkAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADuloQHIy+UiESEcplcuCge+yxJioVubnnCjpYodeZCmetqHwGhevF7Scb3GVGhPwqSXi17m8upG6ZJuFkLJmqqmNpP1fpSu6RxTUYJPx0p6kXvckGM+YdsmB3L9nl8LrdpfLbut0FQtaV/1NnpSN5XC97kchI7skqQtuGN7+tJqBhl2ykANev78CybbHZVofdNTuY5vpG9UfHcL+PkESS2Y4WgLr5hWrWxs2eHqcU5t6qJJfMOXvCtMlRtwmtjrQuRcO2lWeRPczz07bS8fkbBQuPGqjTM0MZQLo3qpJS+PszRFJuhEUJOYt9owujPwlWG9WQP4V+1+cKV+Rek228E5exor57iWGjsGIDWn3X0fUJrtnFa16TajPqXUMQbSvUkzo8uxDUGoB4zGh2tNAC+DX0AqGzSqyfo4SMAbqPId5jUJ/+S5YlP9JZJ2powufke4DN/FOpf7cPBGAA9CBrLYq1DYArAd+o4un0tKNnafOAhJ1DWhdYUg/ahyUNv1/M8WIVFAJUxANz0o/QTRa8XuP3/bgpADIJv6ST20vOWqg5xdDRhqhPMSV1OR+OJzqeAOIlkfJ7jSh4/cQwPlpdxolxxAKRtCjIFT1PrR7ApG/ux7BWVYvG1aGdXZWye9+cLIVPGtYOv+9lh018fZn+SD4Cw7UZTOWx0repXXdfm+aO65uU9vyX8u5Ws6WfrxH5U7xE8WwmWK10JTpPgk5+m7cavVLJ9WNu1Lx8T9qkN1TdzRTr/piM/s6o6dZRynR1gCoAKAeg3/r6rzk/n1O7eA9Dzk5ZfNVwt+bxoOPi/NX4jPA+ACgEIo/szAJbdpLntNL7GTvB9AERyA8qrm86blghr830AbvuIbp0J7jYsLFZiAFSYA7IupOx2d89H5EOzzL39gILtng6pG586ZffHkaXtW7dN2PPr4Y6kJbs1ju0fVHWyv7Rh+NdousI2q/yicwN5ca8yvWv3asdIbR91y7Po+NeDsr5nCzfdpeT4o/YAs/u6GSRbI4f+5o+wRxLayTXm+Bvkx1nGt2HrJnsi0VzoGFf0W0qHtnzQAHDmhrPubkNG3//yTXqhZ1yRSxJpeuG3oYdwaIpke7YhqHxKPzofgPZRa3Qf6Wfv4tVQfWijYdv19OqHgH5+1Gn9PmosqO5IFMr2ZVUpy0ZLw9tdc8BDc4OkjTp9Tc/DVk71FrYy/+Bd/SDus92hPv2228e9z0Nm3d8xAuI+VXI+B8bXZd3cnAP+n8SDJnUAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHgY/wAVMSqgOrU32gAAAABJRU5ErkJggg==) 対象の設定や構造などを調整し、より好ましい状態に組み替える最適化を行うためのソフトウェアや機能のこと

・微分係数

関数y＝f（x）のx＝x1からx＝x1＋hまでの平均変化率［f（x1＋h）－f（x1）］/hで、hを0に近づけるときのこの極限値。 f′（x1）と表す。

・seed値

乱数を生成する時に最初に設定する値。

Seed値を設定することで、再現性のある乱数を生成することができる

・メンバ変数

オブジェクトに所属する変数のこと

・softmax関数

分類問題における出力層の活性化関数（あるニューロンから次のニューロンへと出力する際に、あらゆる入力を別の値に変換して出力する関数）として用いられる。