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1. **Introduction** 
   1. **Background**

Missing data is a common data quality issue encountered during the data exploration and cleaning phases. Some models are quite sensitive to missing data, while others have internal methods of handling missing data. Some experience is also required to know when to impute the missing data, when to remove a feature or instance. A general rule could be to leave it as is if the missing values are <=10%, impute if the missing values are 30-60% and remove the feature/variable if the missing values are >60%[reference].

There are various methods to impute missing data. These include:

*Baseline imputation:* Imputing the variable simply based on the mode(categorical) or mean/median(numerical).

*Model Imputation:* This involves using a predictive model to predict what the missing value should be. These include Kaive Bayes and k-NN.

*Ensemble Imputation:* xxx

Much research has been done of the different methods of data imputation[reference]. Studies have found thet the ‘best’ imputation method depends on the type of data in the dataset, the proportion of missing values and even the distribution of the features have an influence on the type of imputation that is considered ‘best’

* 1. **Objectives**

**Task A:** The objective was to evaluate the effectiveness of a baseline imputation versus that of a Naïve Bayes imputation on the performance of classification models. For this study we also decided to look at the influence of the proportion of missing values on the effectiveness of the imputation method.

1. **Methodology**

In this study, we leveraged R Studio and Python as the primary tools for imputation, modelling and evaluation. The methodology involved several key steps:

**Data Exploration:** The first phase of the analysis involved exploring the two provided datasets to gain a comprehensive understanding of their structure, variables, and content. This exploration aimed to identify any potential data inconsistencies, missing values, or outliers that could affect the quality of the analysis. This was done primarily by calculating the count, cardinality and % missing values of the dataset.

**Data Pre-processing:** Following the data exploration phase, the datasets underwent thorough cleaning and pre-processing. This step involved handling missing values,.

**Modelling:** K-Nearest Neighbours

**Visualization:** We

1. **Results and Discussion**

After pre-processing, the optimal number of clusters were to be selected for the K-means clustering.

1. **Conclusion**

In conclusion, the analysis of the
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