**📚 สรุปเนื้อหาทั้งหมด**

**📝 example1.py - Linear Regression Implementation**

* **Manual linear regression** implementation จากศูนย์
* **nn.Linear** การใช้งาน built-in layers
* **Multivariate regression** สำหรับหลาย features
* **Polynomial regression** สำหรับ non-linear patterns
* **Multi-layer regression** สำหรับ complex functions
* **Model evaluation และ comparison**
* **Visualization และ interpretation**

**⚖️ example2.py - Feature Scaling และ Normalization**

* **Custom scalers** implementation (Standard, MinMax, Robust)
* **Feature engineering** และ polynomial features
* **Outlier detection และ removal**
* **การเปรียบเทียบ scaling methods**
* **การประยุกต์ใช้กับข้อมูลจริง** (Housing dataset)
* **Model performance comparison**
* **Visualization และ interpretation**

**📈 example3.py - Time Series Prediction**

* **Time Series Dataset** implementation
* **LSTM, GRU, CNN-LSTM** models สำหรับ time series
* **Attention mechanism** สำหรับ time series
* **Multi-step prediction**
* **Synthetic และ real-world data** examples
* **Model comparison และ evaluation**
* **Feature importance analysis**
* **Attention visualization และ interpretability**

**🔍 example4.py - Model Interpretation**

* **Linear regression interpretation** และ coefficient analysis
* **Feature importance analysis** (permutation, gradient, integrated gradients)
* **Individual prediction explanations**
* **Residuals analysis และ model diagnostics**
* **Deep model interpretation** techniques
* **Real-world application** (housing price prediction)
* **Model comparison และ interpretability trade-offs**

**🎯 จุดเด่นของ Lab นี้:**

**✨ ความครบถ้วนและปฏิบัติได้จริง**

* **ครอบคลุม regression ทุกแง่มุม**: linear, non-linear, time series
* **เทคนิคขั้นสูง**: attention, feature importance, model interpretation
* **การประยุกต์จริง**: housing prices, stock prediction, weather forecasting

**🔧 เทคนิคที่สำคัญ**

* **Feature Scaling**: Standard, MinMax, Robust scaling
* **Time Series**: LSTM, GRU, Attention mechanisms
* **Model Interpretation**: SHAP, Integrated Gradients, Permutation Importance
* **Advanced Architectures**: CNN-LSTM, Multi-step prediction

**💡 การประยุกต์ใช้จริง**

* **Finance**: Stock price prediction, portfolio optimization
* **Real Estate**: Housing price estimation
* **IoT/Sensors**: Weather forecasting, sensor data analysis
* **Business**: Sales forecasting, demand prediction

**📊 การวิเคราะห์และตีความ**

* **Feature Importance**: เข้าใจว่า features ไหนสำคัญ
* **Model Interpretation**: อธิบายการตัดสินใจของ model
* **Residuals Analysis**: ตรวจสอบความถูกต้องของ model
* **Performance Comparison**: เลือก model ที่เหมาะสม

**🏋️ แบบฝึกหัดเสริม:**

**แบบฝึกหัดที่ 1: Car Price Prediction**

สร้าง regression model ทำนายราคารถยนต์จาก features เช่น ยี่ห้อ, ปี, เครื่องยนต์, สภาพ

**แบบฝึกหัดที่ 2: Energy Consumption Forecasting**

ใช้ time series prediction ทำนายการใช้ไฟฟ้าจากข้อมูลอดีต

**แบบฝึกหัดที่ 3: Customer Lifetime Value**

ประยุกต์ regression ทำนายมูลค่าลูกค้าจากพฤติกรรมการซื้อ

**แบบฝึกหัดที่ 4: Model Interpretation Challenge**

วิเคราะห์และอธิบาย model decisions สำหรับ business stakeholders

**🎯 สรุปความสำคัญ:**

**Lab นี้ครอบคลุมทุกด้านของ Regression ใน Deep Learning:**

1. **Implementation** = เข้าใจหลักการทำงาน
2. **Preprocessing** = จัดการข้อมูลให้เหมาะสม
3. **Time Series** = ทำนายข้อมูลตามเวลา
4. **Interpretation** = อธิบายผลลัพธ์ได้

**หากเชี่ยวชาญ Lab นี้ = สามารถแก้ปัญหา Regression ในโลกจริงได้!** 🚀

**ทักษะที่ได้รับ:**

* สร้าง regression models สำห
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**📝 Example 1: Linear Regression Implementation**

**🎯 ทำเพื่ออะไร:**

เรียนรู้พื้นฐานของ **Regression** - การทำนายตัวเลข เหมือนการทายราคาบ้านจากขนาด, ทำนายยอดขายจากงบโฆษณา

**🔍 อธิบายแต่ละส่วน:**

**1. Manual Linear Regression**

python

class SimpleLinearRegression(nn.Module):

def \_\_init\_\_(self, input\_size):

self.weight = nn.Parameter(torch.randn(input\_size, 1)) *# สัมประสิทธิ์*

self.bias = nn.Parameter(torch.randn(1)) *# ค่าคงที่*

def forward(self, x):

return torch.matmul(x, self.weight) + self.bias *# y = Wx + b*

**อุปมา:** เหมือนสูตรคำนวณราคาบ้าน

* **Weight**: ราคาต่อตารางเมตร (เช่น 1 ตร.ม. = 50,000 บาท)
* **Bias**: ราคาพื้นฐาน (เช่น ค่าที่ดิน 500,000 บาท)
* **Formula**: ราคาบ้าน = (ขนาด × 50,000) + 500,000

**2. Polynomial Features**

python

class PolynomialFeatures:

def fit\_transform(self, X):

X\_poly = X.copy()

for d in range(2, self.degree + 1):

X\_poly = torch.cat([X\_poly, torch.pow(X, d)], dim=1) *# เพิ่ม x², x³*

**อุปมา:** ความซับซ้อนของราคา

* **Linear**: ราคา = ขนาด × ค่าคงที่
* **Polynomial**: ราคา = ขนาด + ขนาด² (บ้านใหญ่แพงขึ้นแบบเร่ง)

**3. Multi-layer Regression**

python

class MultiLayerRegression(nn.Module):

def \_\_init\_\_(self, input\_size, hidden\_sizes, output\_size):

layers = []

for hidden\_size in hidden\_sizes:

layers.append(nn.Linear(current\_size, hidden\_size))

layers.append(nn.ReLU()) *# การตัดสินใจแบบไม่เชิงเส้น*

**อุปมา:** การประเมินราคาแบบซับซ้อน

* **Layer 1**: ดูข้อมูลพื้นฐาน (ขนาด, ห้อง)
* **Layer 2**: วิเคราะห์ความสัมพันธ์ (ขนาดกับห้อง)
* **Layer 3**: ตัดสินใจราคาสุดท้าย

**💡 ได้เรียนรู้อะไร:**

1. **Linear Regression** = รูปแบบความสัมพันธ์เชิงเส้น
2. **Polynomial Regression** = ความสัมพันธ์โค้ง
3. **Neural Networks** = ความสัมพันธ์ซับซ้อน
4. **การประเมินผล** = วิธีดูว่า model ดีแค่ไหน

**⚖️ Example 2: Feature Scaling และ Normalization**

**🎯 ทำเพื่ออะไร:**

**ปรับสเกลข้อมูล** ให้เหมาะสม - เหมือนการแปลงหน่วยให้เป็นมาตรฐานเดียวกัน

**🔍 อธิบายแต่ละส่วน:**

**1. Standard Scaler (Z-score)**

python

class TorchStandardScaler:

def fit\_transform(self, X):

self.mean = torch.mean(X, dim=0) *# ค่าเฉลี่ย*

self.std = torch.std(X, dim=0) *# ส่วนเบิ่ยงเบนมาตรฐาน*

return (X - self.mean) / self.std *# แปลงเป็น Z-score*

**อุปมา:** เหมือนการแปลงคะแนนสอบ

* **ก่อน**: คณิต 80/100, อังกฤษ 16/20 (เปรียบเทียบยาก)
* **หลัง**: คณิต 0.5, อังกฤษ 0.6 (เปรียบเทียบได้)

**2. MinMax Scaler**

python

def transform(self, X):

X\_scaled = (X - self.min\_vals) / self.range\_vals *# ปรับเป็น 0-1*

return X\_scaled \* (max\_range - min\_range) + min\_range

**อุปมา:** เหมือนการให้คะแนนใหม่

* **ราคาบ้าน**: 1-10 ล้าน → 0-1
* **พื้นที่**: 50-500 ตร.ม. → 0-1

**3. Outlier Detection**

python

def detect\_outliers(self, X, method='iqr'):

q1 = torch.quantile(X, 0.25, dim=0) *# จตุภาคที่ 1*

q3 = torch.quantile(X, 0.75, dim=0) *# จตุภาคที่ 3*

iqr = q3 - q1

outliers = (X < q1 - 1.5\*iqr) | (X > q3 + 1.5\*iqr)

**อุปมา:** หา "คนแปลก" ในข้อมูล

* **ปกติ**: บ้าน 2-8 ล้าน
* **Outlier**: บ้าน 50 ล้าน (คฤหาสน์หรู)

**4. Feature Engineering**

python

def create\_polynomial\_features(self, X, degree=2):

features = [X]

for d in range(2, degree + 1):

features.append(torch.pow(X, d)) *# x, x², x³*

*# สร้าง interaction terms*

for i in range(X.shape[1]):

for j in range(i + 1, X.shape[1]):

interaction = X[:, i] \* X[:, j] *# feature1 × feature2*

**อุปมา:** สร้างข้อมูลใหม่จากข้อมูลเดิม

* **เดิม**: ขนาดบ้าน, จำนวนห้อง
* **ใหม่**: ขนาด², ขนาด×ห้อง (อาจมีผลต่อราคา)

**💡 ได้เรียนรู้อะไร:**

1. **การปรับสเกล** = ทำให้ข้อมูลอยู่ในระดับเดียวกัน
2. **การหา Outliers** = กำจัดข้อมูลผิดปกติ
3. **Feature Engineering** = สร้างข้อมูลใหม่ที่มีประโยชน์
4. **การเปรียบเทียบวิธี** = เลือกวิธีที่เหมาะสม

**📈 Example 3: Time Series Prediction**

**🎯 ทำเพื่ออะไร:**

**ทำนายอนาคต** จากข้อมูลอดีต - เหมือนการดูกราฟหุ้นแล้วทายว่าพรุ่งนี้จะขึ้นหรือลง

**🔍 อธิบายแต่ละส่วน:**

**1. Time Series Dataset**

python

class TimeSeriesDataset(Dataset):

def \_create\_sequences(self):

for i in range(len(self.data) - self.sequence\_length - self.prediction\_horizon + 1):

*# ใช้ข้อมูล 50 วันที่แล้ว*

input\_seq = self.data[i:i + self.sequence\_length]

*# ทำนาย 1 วันข้างหน้า*

target\_seq = self.data[i + self.sequence\_length]

**อุปมา:** การเรียนรู้จากประวัติ

* **Input**: ราคาหุ้น 50 วันที่แล้ว
* **Target**: ราคาหุ้นวันถัดไป
* **AI เรียนรู้**: ดูแพทเทิร์นจากอดีต → ทำนายอนาคต

**2. LSTM Model**

python

class LSTMTimeSeriesModel(nn.Module):

def \_\_init\_\_(self, input\_size, hidden\_size, num\_layers):

self.lstm = nn.LSTM(

input\_size=input\_size, *# จำนวน features*

hidden\_size=hidden\_size, *# ความจำของ LSTM*

num\_layers=num\_layers, *# ความลึก*

batch\_first=True

)

**อุปมา:** สมองที่จำได้ระยะยาว

* **ปกติ**: ดูแค่วันเดียว
* **LSTM**: จำได้ว่าเมื่อ 30 วันก่อนเกิดอะไร และเอามาใช้ตัดสินใจ

**3. Attention Mechanism**

python

class AttentionLayer(nn.Module):

def forward(self, lstm\_output):

*# คำนวณว่าวันไหนสำคัญมากที่สุด*

attention\_weights = self.attention(lstm\_output)

attention\_weights = torch.softmax(attention\_weights, dim=1)

*# ให้ความสำคัญกับวันที่สำคัญ*

attended\_output = torch.sum(lstm\_output \* attention\_weights, dim=1)

**อุปมา:** การเลือกจดจำ

* **ปกติ**: จำทุกวันเท่าๆ กัน
* **Attention**: จำวันที่สำคัญมากกว่า (เช่น วันที่มีข่าวใหญ่)

**4. Multi-step Prediction**

python

*# ทำนาย 5 วันข้างหน้า*

prediction\_horizon = 5

model = LSTMTimeSeriesModel(output\_size=5) *# output 5 ค่า*

*# ผลลัพธ์: [วันที่1, วันที่2, วันที่3, วันที่4, วันที่5]*

**อุปมา:** การวางแผนระยะยาว

* **Single-step**: ทายแค่พรุ่งนี้
* **Multi-step**: ทายทั้งสัปดาห์

**💡 ได้เรียนรู้อะไร:**

1. **Time Series Data** = ข้อมูลที่เรียงตามเวลา
2. **LSTM/GRU** = AI ที่จำอดีตได้ยาว
3. **Attention** = การเลือกจดจำสิ่งสำคัญ
4. **Multi-step** = การทำนายหลายช่วงเวลา

**🔍 Example 4: Model Interpretation**

**🎯 ทำเพื่ออะไร:**

**อธิบายการตัดสินใจ** ของ AI - เข้าใจว่าทำไม AI ถึงให้คำตอบนั้น

**🔍 อธิบายแต่ละส่วน:**

**1. Linear Model Interpretation**

python

def predict\_with\_explanation(self, x):

weights = self.linear.weight.data.squeeze() *# ค่าน้ำหนัก*

bias = self.linear.bias.data.item() *# ค่าคงที่*

feature\_contributions = x \* weights *# แต่ละ feature ช่วยเท่าไหร่*

return {

'prediction': prediction, *# คำตอบสุดท้าย*

'feature\_contributions': feature\_contributions, *# การมีส่วนร่วม*

'bias\_contribution': bias *# ค่าพื้นฐาน*

}

**อุปมา:** การแยกแยะราคาบ้าน

* **ขนาด 100 ตร.ม.**: +2,000,000 บาท
* **3 ห้องนอน**: +500,000 บาท
* **อายุ 10 ปี**: -200,000 บาท
* **รวม**: 2,300,000 บาท

**2. Permutation Importance**

python

def permutation\_importance(self, X, y):

baseline\_mse = calculate\_baseline\_error(X, y)

for feature in features:

X\_permuted = X.copy()

X\_permuted[:, feature] = shuffle(X[:, feature]) *# สลับข้อมูล feature นี้*

new\_mse = calculate\_error(X\_permuted, y)

importance = (new\_mse - baseline\_mse) / baseline\_mse *# ความสำคัญ*

**อุปมา:** การทดสอบความสำคัญ

* **ปกติ**: ทายราคาบ้านผิด 100,000 บาท
* **สลับ "ขนาด"**: ทายผิด 500,000 บาท → ขนาดสำคัญมาก!
* **สลับ "สีบ้าน"**: ทายผิด 105,000 บาท → สีไม่สำคัญ

**3. Integrated Gradients**

python

def integrated\_gradients\_importance(self, X, baseline=None):

ig = IntegratedGradients(self.model)

attributions = ig.attribute(X, baseline) *# คำนวณการมีส่วนร่วม*

*# หาว่า feature ไหนมีผลมากที่สุด*

importance = attributions.abs().mean(dim=0)

**อุปมา:** การติดตามความคิด AI

* ดูว่าเมื่อ AI ตัดสินใจ แต่ละข้อมูลมีผลต่อการคิดมากแค่ไหน

**4. Residuals Analysis**

python

def plot\_residuals\_analysis(self, model, X, y):

predictions = model(X)

residuals = y - predictions *# ความผิดพลาด*

*# วิเคราะห์รูปแบบความผิดพลาด*

plot\_residuals\_vs\_predictions() *# ดูว่าผิดแบบไหน*

plot\_residuals\_distribution() *# ดูการกระจายของความผิด*

**อุปมา:** การตรวจสอบการทำงาน

* **ดี**: ความผิดพลาดกระจายแบบสุ่ม
* **ไม่ดี**: ความผิดพลาดมีแพทเทิร์น (เช่น ทายบ้านแพงผิดเสมอ)

**💡 ได้เรียนรู้อะไร:**

1. **Feature Importance** = รู้ว่าข้อมูลไหนสำคัญ
2. **Individual Explanations** = อธิบายการตัดสินใจแต่ละครั้ง
3. **Model Diagnostics** = ตรวจสอบว่า model ทำงานถูกต้องไหม
4. **Trust & Transparency** = ทำให้เชื่อถือ AI ได้

**🏋️ แบบฝึกหัดปฏิบัติ**

**แบบฝึกหัดที่ 1: ระบบทำนายราคามือถือ**

python

*# TODO: สร้าง regression model ทำนายราคามือถือ*

class PhonePricePredictor:

def \_\_init\_\_(self):

*# Features: ยี่ห้อ, RAM, หน่วยความจำ, กล้อง, ขนาดหน้าจอ*

self.features = ['brand', 'ram\_gb', 'storage\_gb', 'camera\_mp', 'screen\_size']

def preprocess\_data(self, data):

*# TODO:*

*# 1. One-hot encoding สำหรับยี่ห้อ*

*# 2. Scaling สำหรับ features ตัวเลข*

*# 3. ตรวจหา outliers (มือถือราคาแปลก)*

pass

def train\_model(self, X, y):

*# TODO: ทดลอง models ต่างๆ*

*# - Linear regression*

*# - Polynomial features*

*# - Neural network*

pass

def interpret\_prediction(self, phone\_specs):

*# TODO: อธิบายว่าทำไมราคาถึงเป็นแบบนี้*

*# เช่น: RAM มากขึ้น +2000 บาท, กล้องดีขึ้น +1500 บาท*

pass

**แบบฝึกหัดที่ 2: ระบบพยากรณ์ยอดขาย**

python

*# TODO: Time series prediction สำหรับยอดขาย*

class SalesForecasting:

def \_\_init\_\_(self, sequence\_length=30):

*# ใช้ข้อมูล 30 วันที่แล้ว ทำนาย 7 วันข้างหน้า*

self.sequence\_length = sequence\_length

self.prediction\_horizon = 7

def create\_features(self, sales\_data):

*# TODO: สร้าง features เพิ่มเติม*

*# - วันในสัปดาห์ (จันทร์-อาทิตย์)*

*# - เทศกาล/วันหยุด*

*# - โปรโมชั่น*

*# - สภาพอากาศ*

pass

def build\_model(self):

*# TODO: ลองใช้*

*# - LSTM*

*# - LSTM + Attention*

*# - CNN-LSTM*

pass

def analyze\_patterns(self):

*# TODO: วิเคราะห์แพทเทิร์น*

*# - วันไหนขายดี/ขายไม่ดี*

*# - เทศกาลไหนมีผล*

*# - สภาพอากาศมีผลไหม*

pass

**แบบฝึกหัดที่ 3: ระบบประเมินสินเชื่อ**

python

*# TODO: ประเมินความเสี่ยงสินเชื่อ*

class CreditScoring:

def \_\_init\_\_(self):

*# Features: อายุ, เงินเดือน, ประวัติหนี้, การศึกษา, อาชีพ*

self.risk\_factors = ['age', 'income', 'debt\_history', 'education', 'occupation']

def preprocess\_data(self, customer\_data):

*# TODO:*

*# 1. Handle categorical data (อาชีพ, การศึกษา)*

*# 2. Scaling numerical data*

*# 3. Handle missing values*

pass

def train\_risk\_model(self, X, y):

*# TODO: สร้าง model ที่อธิบายได้*

*# - เริ่มจาก Linear regression (เข้าใจง่าย)*

*# - ลอง Neural network (แม่นกว่า)*

pass

def explain\_decision(self, customer):

*# TODO: อธิบายการตัดสินใจ*

*# "เงินเดือนสูง +0.3 คะแนน, มีหนี้ -0.2 คะแนน"*

*# ต้องอธิบายได้เพราะเกี่ยวกับเงินของคน*

pass

**แบบฝึกหัดที่ 4: ระบบจัดการพลังงาน**

python

*# TODO: ทำนายการใช้ไฟฟ้าในอาคาร*

class EnergyManagement:

def \_\_init\_\_(self):

*# Multi-modal data: อุณหภูมิ, ความชื้น, จำนวนคน, วันเวลา*

self.sensor\_features = ['temperature', 'humidity', 'occupancy', 'light\_level']

self.time\_features = ['hour', 'day\_of\_week', 'month', 'is\_holiday']

def feature\_engineering(self, data):

*# TODO:*

*# 1. Lag features (การใช้ไฟชั่วโมงที่แล้ว)*

*# 2. Rolling averages*

*# 3. Interaction terms (อุณหภูมิ × จำนวนคน)*

pass

def multi\_step\_prediction(self, current\_data):

*# TODO: ทำนาย 24 ชั่วโมงข้างหน้า*

*# เพื่อวางแผนการใช้พลังงาน*

pass

def optimization\_strategy(self, predictions):

*# TODO: แนะนำการประหยัดพลังงาน*

*# เช่น ปรับแอร์ช่วงไหน, ปิดไฟช่วงไหน*

pass

**คำแนะนำการทำแบบฝึกหัด:**

**1. เริ่มจากข้อมูลจริง:**

* หาข้อมูลจาก Kaggle, UCI ML Repository
* หรือสร้างข้อมูลเองให้คล้ายจริง

**2. ทำเป็นขั้นตอน:**

python

*# Step 1: เริ่มง่ายๆ*

model = LinearRegression()

model.fit(X\_simple, y)

*# Step 2: เพิ่มความซับซ้อน*

X\_engineered = add\_polynomial\_features(X\_simple)

model.fit(X\_engineered, y)

*# Step 3: ใช้ Deep Learning*

model = MultiLayerRegression()

train\_with\_validation(model, X, y)

*# Step 4: อธิบายผลลัพธ์*

explain\_predictions(model, X\_test)

**3. วัดผลและเปรียบเทียบ:**

python

def compare\_models(models\_dict, X\_test, y\_test):

for name, model in models\_dict.items():

pred = model.predict(X\_test)

rmse = calculate\_rmse(y\_test, pred)

r2 = calculate\_r2(y\_test, pred)

print(f"{name}: RMSE={rmse:.4f}, R²={r2:.4f}")

**4. ทำให้ใช้งานได้จริง:**

python

*# สร้าง API หรือ Web App*

def predict\_price(features):

processed\_features = preprocess(features)

prediction = model.predict(processed\_features)

explanation = explain\_prediction(features)

return {

'predicted\_price': prediction,

'explanation': explanation,

'confidence': calculate\_confidence(features)

}

**🎯 สรุปความสำคัญ:**

**Lab Regression นี้สอนทักษะครบวงจร:**

1. **Mathematical Foundation** = เข้าใจหลักการ
2. **Practical Implementation** = ใช้งานได้จริง
3. **Data Processing** = จัดการข้อมูลเก่ง
4. **Model Interpretation** = อธิบายผลได้

**การประยุกต์ใช้จริง:**

* **ธุรกิจ**: ทำนายยอดขาย, ราคาสินค้า
* **การเงิน**: ประเมินสินเชื่อ, ลงทุน
* **วิศวกรรม**: พยากรณ์พลังงาน, maintenance
* **สังคม**: วิเคราะห์แนวโน้ม, นโยบาย

**หากเชี่ยวชาญ = สามารถแก้ปัญหาการทำนายในโลกจริงได้!** 🚀