KNN，（K均值分类）：

核心思想：距离公式

d=![](data:image/x-wmf;base64,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)=![](data:image/x-wmf;base64,183GmgAAAAAAACAGQAIBCQAAAABwWgEACQAAAyUCAAACALQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiAGCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gBQAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAW8FHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAYPmgFt76Jd0AAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMgC8AQUAAAAUAoABIgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKADg+aAW3vol3QAAAAAQAAAAtAQEABAAAAPABAAANAAAAMgoAAAAABAAAAHx8fHxOAGYETgAAAwUAAAAUAuMBuAEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKALg8aAW3vol3QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAGlpcgK8AQUAAAAUAoABGAEcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKADg+aAW3vol3QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHh1VAIAAwUAAAAUAoABZAIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAOBL2XaaEAodAAAKALg+aAW3vol3QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC1pAAO0AAAAJgYPAF0BQXBwc01GQ0MBADYBAAA2AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCCfAACAIJ8AAIAg3gAAwAbAAALAQACAINpAAABAQAKAgSGEiItAgCDdQADABsAAAsBAAIAg2kAAAEBAAoCAIJ8AAIAgnwAAwAbAAALAQACAIgyAAABAQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCQcQWKAAAACgAJEGaQCRBmkHEFigBQ1BkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

Ps：KNN聚类后续再做，这个只是单纯的分类，我已经认为的给GDP增长率划分了4个等级，以10%,13%,15%三个点作为分类界限，所以本次不需要随机假设聚类中心点

KNN部分流程

将国民生产总值转换成增长率人为划分增长率等级标准化数值计算距离并根据距离来划分类别计算正确率画图寻找超参数

1. gdp\_to\_rate(gdp)

gdp-----数据库中的国内生产总值

a--------gdp增长速率

由于数据库里存放的数据是生产总值，为了探索GDP增长速度与进出口量的关系，所以需要先将生产总值转成GDP增长速度

1. groups(gdp\_rate)

gdp\_rate--------gdp增长速率

gdp\_grade------gdp增长速率的等级（手动划分为ABCD四个等级）

1. normalize(data)

data------------从数据库中导出来的数据

将data里的特征值进行标准化，标准化的作用有效防止了某个特征值偏大的问题，也有效的降低了0值的作用，（出现0的时候既可能是真是数据就会产生，也有可能是数据丢失造成的，需要考虑0值）

此部分可百度数据的归一化和标准化

1. create\_set(data)

data------------从数据库中导出来的数据

dvl\_set---------验证集，抽出来剩下的数据集

test\_set--------测试集，从18行数据中抽出来的4行数据集

随机从18行数据中抽取4行数据作为测试集，测试KNN算法的准确率以及K值的取值问题

1. create\_result(test\_set,dvl\_set,k,data)

dvl\_set---------验证集，抽出来剩下的数据集

test\_set--------测试集，从18行数据中抽出来的4行数据集

k--------------K值，表示从距离最小的前K项中挑选分到的类别最多的作为测试数据的分类

data------------从数据库中导出来的数据

1. cor\_rate(result\_set)

result\_set保存两列数据，pre列表示预测的分类，cor为实际的分类

计算正确率

1. create\_plt(data)

画图，可视化K=3/4/5各情况下的正确率；数据量大小了，正确率有点没眼看