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Dictionary/Terms:

* Word embedding – technique in NLP where words/phrases from the vocab are mapped to vectors of real numbers
* Adversarial learning – a classification of machine learning techniques which has the goal of distinguishing instances which are “bad” from those that are “good” and detecting anomalies. It mirrors a “two player” game where the adversary is designed and trained to cause the model to make a mistake (like an optical illusion for machines).
* Polysemy – the coexistence of many possible meanings for a word or phrase

<https://arxiv.org/pdf/1710.04087.pdf>

This study looks at how adversarial training on two unrelated language corpuses can result in models that are able to perform translation between the two languages well (versus in the past, where you had to have parallel corpuses of one “text” in two different languages). The model is trained on each language individually, creating a vector space for each word in each language and then a mapping between those two vector spaces is created (based on both the meaning of the word in each language as well as its neighbors in that language).

<https://arxiv.org/pdf/1309.4168.pdf>