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# Abstract

Generalized Management Strategy Evaluation (GeMS) provides a flexible simulation platform to quantitatively answer questions in fisheries management while incorporating the uncertainty of the management process itself. GeMS uses a two-box, age- and length-structured operating model in which time-variation in all population processes is possible. Time-variation in simulated population processes allows the evaluation of the impact of environmental change, shifts in species distribution, and changes exploitation patterns on management. Time-variation in many population processes can have dramatic impacts on sustainable yields, but this variability is often not incorporated into management. Here, we demonstrate the current capabilities of the GeMS framework using two examples. We conclude by discussing potential uses for GeMS and how it complements the existing tools used for management strategy evaluations.

**Introduction**

One of the main goals of natural resource management is to ensure the sustainable exploitation of a resource, with clearly described trade-offs and acceptable outcomes to all stakeholders. Effectively managing an exploited population requires an understanding of the way a population will respond to changes in exploitation. This can be a difficult task because of the uncertainties inherent in the understanding of an exploited population’s dynamics and implementation of management. In recent years, management strategy evaluation (MSE; (1)) has been proposed as the gold standard for the testing of management strategies under uncertainty (2–4). MSE is a process of creating simulated fisheries (the ‘operating model’) and testing different assessment tools (the ‘estimation model’) and harvest control rules to evaluate their performance in metrics like long term yield, variability in yield, and probability of overfishing (4–6). In doing so, it allows for quantitatively comparing the performance of a suite of management strategies given some assumed underlying dynamics.

MSE has been used for many fisheries around the globe to compare and select management strategies. MSE was pioneered by de la Mare (7) for the International Whaling Commission, and more recently, and has been used for Japanese sardine (*Sardinops melanostictus*; (8)), US west coast flatfish and groundfish (9), and Australian fisheries ((10); see (3) for more examples). The development of “case-specific” procedures is recommended over “generic” ones (11), yet the authors also acknowledged that a major hurdle to conducting MSEs is a general lack of modelling skills and of software packages that can implement “generalized” operating models. In response, an open-source generic MSE framework, Fisheries Library for R (FLR; (12)), was developed to allow scientists to conduct MSEs. FLR is a comprehensive package in which the analyst can specify many details of the operating model to directly match a given assessment, as a result the learning curve can be steep.

MSE starts with an operating model—a simulation of the underlying dynamics of the focus system. Operating models can take on a “hypothesis-oriented approach” (6,13), where alternative operating models incorporating expert beliefs and different assumptions about population drivers are evaluated. For example, ecological processes are known to vary over time due to external factors such as climate change (14), fishing behavior (15), or regime shifts (16,17), and these processes will likely continue to fluctuate in the future. However, parameters in assessment models used in management (such as natural mortality *M* and growth parameters *Κ* and *L∞*) are often either fixed or estimated as time-invariant despite evidence to the contrary (18,19). Furthermore, not considering temporal variation in creating harvest control rules could potentially result in failed management of the stock (8,20). Concurrently, the effects of temporal variation on management vary (see (5,21) for studies on walleye pollock *Theragra chalcogramma*), and a mechanistic understanding of how a population fluctuates over time is often unavailable (22). As such, management strategies robust to fluctuations in the dynamics of the population are desirable (6,23,24). Management strategy evaluation can be used to evaluate the performance of management strategies under changes in ecological processes by using several operating models as hypothetical realities in which strategies can be tested.

Time-variation in population processes is likely to be a wide-spread (and increasingly prevalent; (25)) problem in fisheries management. The true impact of time-varying processes on a population remains unknown, but simulation allows managers to evaluate management alternatives over different projected ‘states of nature’. MSEs conducted on walleye pollock evaluated the performance of management strategies under scenarios of climate change (5,26). These studies found that under changing environmental conditions, keeping the management strategy at status quo had a high probability of resulting in an overfished stock. In the Bering Sea, status quo harvest control rules for snow crab (*Chionoecetes opilio*) were found to result in the stock being potentially falsely declared overfished due to regime shifts in the system dynamics (24). Based on these studies, it is clear that management strategies robust to temporal variation are important for the sustainable management of fisheries. Spatial variation can also play an important role in determining appropriate management strategies. For example, managing three subpopulations as a single unit was likely to result in overexploitation at a local level for small yellow croaker (*Larimichthys polyactis*; (27)). These case-specific evaluations in systems that are often data-rich represent significant investment of time and resources that may not be possible in many fishery systems across the world.

Here we present a Generalized Management Strategy Evaluation framework (GeMS) that allows for the testing of management strategy performance over a range of scenarios with minimal time invested. GeMS allows for time-variation in every population process in the operating model, and also can accommodate movement between two spatially-distinct populations. GeMS only requires inputs of life history parameters to begin an MSE, but time series of historical fishing effort and recruitment from an existing stock assessment can also be incorporated. With these relatively simple inputs, fisheries managers can quickly begin the process of a ‘generalized’ management strategy evaluation. This may help stakeholders to make a decision on whether effort and resources should be invested in a more exhaustive MSE for their system (e.g. using FLR or a custom-built simulation framework). GeMS is written in R (28) and Auto Differential Model Builder (ADMB; (29)), two open-source tools, in the hope of ensuring ease of use, reproducibility, and transparency (12,30).

**Framework**

**General Overview**

MSE is accomplished by simulating populations with characteristics similar to the target population, drawing data with error from the simulated populations required to assess the stock using a given management strategy, applying an assessment method to estimate quantities used in management (e.g. the current biomass and biological reference points), and finally using a specified harvest control rule to determine the allowable catches in a given year (Fig. 1). The calculated allowable catches are removed from the simulated population and process is repeated into the ‘future’ to mimic the feedback that occurs in the management of an actual fishery (3–5). GeMS uses this general framework, broken into three components:

1. Operating model: The operating model for GeMS is a two-area, age- and length-structured population dynamics model with capacity for time-varying parameters in all population and management processes.
2. Estimation model: Currently, two estimation models exist: a Schaeffer model, and an age- and length-structured model with the capacity to allow growth, natural mortality, and selectivity to vary over time.
3. Harvest control rule (HCR): Currently, available HCRs are a fixed exploitation rate, a fixed catch, and a sloped control rule based on proxies of target biomasses and fishing mortalities.

**Model components**

**Operating model**

The population dynamics model is a single-sex, age-structured model that tracks the number of individuals in an age class by year, *N*a,y, and allows natural mortality, *M*y to vary over time.

|  |  |  |
| --- | --- | --- |
|  |  | 1 |
|  |  | 2 |
|  |  | 3 |

Mean recruitment follows a Beverton-Holt stock-recruit relationship parameterized in terms of steepness (*h*; the expected proportion of virgin recruitment entering the population when spawning biomass is 20% of virgin levels), *R*0 (virgin recruitment) and *SB*0 (virgin spawning biomass). Recruitment variation is log-normally distributed with mean 0 and standard deviation σr. Spawning biomass at year *y* (*SBy*) is a function of numbers-at-age (*Na,y*), maturity-at-age (*Mata,y*), and weight-at-age (*Wa,y*).

|  |  |  |
| --- | --- | --- |
|  |  | 4 |
|  |  | 5 |

Annual fishing mortality, *F*y, is comprised of a separable annual selectivity at length curve (logistic):

|  |  |  |
| --- | --- | --- |
|  |  |  |
|  |  | 6 |

where and determine the length *l* at which the probabilities of capture are respectively 50% and 95% in year l. Selectivity parameters are specified in the operating model in terms of length (equation 6) and convert to age, conditional upon the length-at-age curve by rearranging equation 8 (which is conditional upon growth). Time variation in selectivity parameters in the operating model is specified by a vector input by the user. Maturity, *Mat*a,y, is also a logistic function of age and two estimated parameters (*P50,y* and *P95,y*, which are the year-specific ages at which the probability of maturing is 50% and 95%, respectively):

|  |  |  |
| --- | --- | --- |
|  |  | 7 |

Length-at-age follows a growth increment von Bertalanffy form:

|  |  |  |
| --- | --- | --- |
|  |  | 8 |
|  |  | 8a |
|  |  | 8b |

where is the maximum length during year *y*, is the growth rate in year *y* and *t0* is the age corresponding to a predicted length of 0. Changes in and are specified as a vector in the operating model. Weight is a function of length:

|  |  |  |
| --- | --- | --- |
|  |  | 9 |

Conditional length-at-age for both the catch and survey are calculated from the numbers at age matrix by specifying a single standard deviation σlen and the expected length-at-age determined using equation 9. The array, *LAa,z,y* with *a* rows representing the number of age classes and *z* columns representing the number of length bins during year *y,* contains the probability of an individual of age *a* being length *z* (i.e. the proportion of each age class in each length bin). Length bins are pre-specified by the user.

|  |  |  |
| --- | --- | --- |
|  |  | 10 |
|  |  | 11 |

where *Binz* is a vector of the midpoints of the specified length bins. Numbers at length are calculated from this matrix of (normalized) probabilities of length-at-age by multiplying each row by the number of individuals at age and then summing over rows (i.e. age).

|  |  |  |
| --- | --- | --- |
|  |  | 12 |

The weight of the catch during year *y* is calculated as:

|  |  |  |
| --- | --- | --- |
|  |  | 13 |

The survey-selected biomass at the time of the survey is calculated as:

|  |  |  |
| --- | --- | --- |
|  |  | 14 |

where *is* the survey selectivity defined as:

|  |  |  |
| --- | --- | --- |
|  |  | 15 |

As with fishery selectivity, the parameters associated with survey selectivity (and , the length at which the probability of being selected in the fishery is 50% and 95%, respectively) are specified according to length and then transformed to age within the operating model conditional upon growth.

**Data simulation**

Catch biomass, catch length frequencies, fishery-independent survey indices of abundance and survey length frequencies are generated using the operating model with error to be used in the estimation models for each year in the simulation. Observed catch biomass and survey biomass are modeled as:

|  |  |  |
| --- | --- | --- |
|  |  | 17 |
|  |  | 18 |

where εyis a normally distributed random variable with a mean of 0 and a user-specified standard deviation σε. Observed length frequencies for both the catch and the survey are generated by sampling the true numbers at length calculated above using the ‘sample’ function in R a specified number of times.

**Estimation model**

The equations governing the population dynamics within the estimation model match those of the operating model, with several of exceptions. The estimation model only has the capacity to allow the parameters related to the population processes of growth, fisheries selectivity, or natural mortality to vary over time. When one of these processes is allowed to vary over time in the estimation model, annual deviations from the mean are modeled as fixed-effects parameters with specified penalties similar to the way in which recruitment and fishing mortality are modeled (see ‘likelihood components’ below). For example, average recruitment (μR) within the assessment method is estimated with annual deviations (*Rdev,y*):

|  |  |  |
| --- | --- | --- |
|  |  | 19 |

In a similar manner, fishery selectivity at age can be estimated within the assessment as deviations around a mean.

|  |  |
| --- | --- |
|  | 20 |

**Likelihood components**

The assessment method is fit to the data generated from the operating model based on four likelihood components. The log-likelihoods (ignoring constants) for catch and the survey index of abundance are log-normal:

|  |  |  |
| --- | --- | --- |
|  |  | 20 |
|  |  | 21 |

Catch and survey length frequencies are fit under the assumption of multinomial sampling:

|  |  |  |
| --- | --- | --- |
|  |  | 22 |
|  |  | 23 |

where is the observed proportion at length of the catch in year *y*, is the predicted proportion at length in year *y* of the catch, is the observed proportion at length of the survey biomass in year *y*, and is the predicted proportion at length of the survey biomass in year *y*. The data are weighted with the same CVs and sample sizes with which they were generated (Table 1). Small penalties are added to the objective function to ensure the smoothness of estimated recruitment, fishing mortality, time-varying natural mortality, time-varying selectivity, and time-varying growth in the form of:

|  |  |  |
| --- | --- | --- |
|  |  | 24 |

where is the vector of the deviations associated with recruitment, fishing mortality, natural mortality, selectivity and/or growth, and γx is the weight applied to each likelihood component (specified as a CV of ~0.41 for all quantities because it produced estimates that were not overly variable, but still contributed little to the objective function).

**Harvest control rules**

Management targets are needed to parameterized harvest control rules to determine catches in the projections. Fitting stock recruit curves automatically can be difficult because some tuning is often required. Consequently, proxies for reference points are used instead where the biomass at which maximum sustainable yield occurs (*B*MSY) and the fishing mortality that produces that biomass at equilibrium (*F*MSY) were based on spawning-biomass-per-recruit methods (e.g. Clark, 1991; NPFMC, 2007). *F*35%, or the fishing mortality that reduces spawning biomass per recruit (SBPR) to 35% of virgin levels is used as a target fishing mortality for Alaskan fisheries. *B*35% is calculated as the SBPR corresponding to *F*35% multiplied by an average recruitment calculated from the entire time series of estimated recruitments. Calculated values of *F*35% and *B*35% are used in conjunction with a control rule to adjust the proportion of *F*35% that is applied to the population based on the status of the population relative to *B*35%. The fishing mortality derived from Eq. 24 is deemed the fishing mortality corresponding to the TAC (which coincides with the OFL), the *F*OFL, and is applied to the population to find the TAC using Eq. 14.

|  |  |  |  |
| --- | --- | --- | --- |
|  |  | | 25 |
| Where, | |  | |
|  | | The currently estimated mature biomass in the projected year for TAC determination | |
|  | | Mature biomass resulting from fishing at | |
|  | | Fishing mortality that reduces the mature biomass per recruit to 35% of the unfished level | |
|  | | Determines the slope of the descending limb of the control rule (specified as 0.25 here) | |
|  | | Fraction of *B*35% below which fishing mortality is zero (specified as 0.05 here) | |

Other simple harvest control rules are available, including a constant catch, a constant fishing mortality, and applying the ‘true’ FMSY, which is calculated by a grid search over fishing mortalities within the operating model.

**Basic steps to GeMS**

The package can be installed from Github at <https://github.com/szuwalski/GeMS>. After it is downloaded, all that is needed to begin an MSE is a control file. The control file dictates the entire MSE process and includes parameters of the operating model, the properties of the estimation model, and the type of HCR that should be applied. GeMS comes with a master control file (Master\_CTL.csv) to serve as a template, as well as several examples based on a cod-like stock (31). A full description of all parameters in the control file can be found on the Wiki for the Github repository containing GeMS. A function call run\_GeMS() initiates the MSE, and produces basic diagnostics and output, which can then be analyzed by the user according to their needs.

**Example 1: Performance of a production model**

The surplus production model (32) is one of the simplest models of fish population dynamics, only considering changes in exploitable biomass of the fishable stock (s33). Written in the Schaefer form (34), this model is computationally simple, and requires few data sources (only catch and an index of relative abundance) to compute management reference points (BMSY and FMSY). However, the model also makes assumptions that may over-simplify population characteristics, such as assuming all individuals are identical within a population, which might result in inappropriate management advice.

An example MSE that examines the management performance of a surplus production model for a population with cod-like characteristics with three different levels of productivity (as seen through the ‘steepness’ parameter of the stock-recruit relationship) is included in the folder ‘inst/extdata/Cod\_1\_Production’ of the GeMS Github repository. A production model was selected in the control file for each scenario (i.e. in “Cod\_Base\_CTL.csv”, “Cod\_HighProd\_CTL.csv”, and “Cod\_LowProd\_CTL.csv”) as the desired assessment method and the MSE was executed by running code similar to this R code:

library(GeMS)

CurrentDirectory<-“C:/GeMS/MyDir”

OMNames <-c(“Cod\_Base\_CTL”, “Cod\_HighProd\_CTL”, “Cod\_LowProd\_CTL”)

run\_GeMS(MSEdir=CurrentDirectory,CTLNameList=OMNames)

In this example, production models underestimate the fishing mortality that would produce maximum sustainable yield (Fig 2). Consequently, the stock is underexploited (Fig. 3). The extent to which the optimal catches are underestimated declines as the productivity of the stock decreases. Figures 2 and 3 were produced from the output of the function “ProductionModelOutput()”, which writes figures in .PNG format to a folder named ‘Plots’ in the working directory. A figure that displays the life history of a given control file is also written to ‘Plots’ (e.g. Fig. 4). A walkthrough of how to manipulate steepness to explore changes in management performance can be found in the Wiki. This simple example illustrates how to evaluate the impact of an estimation model on management performance by changing one parameter at a time in the underlying population dynamics and comparing results. With this information, an investigator will have a better understanding of the circumstances under which a particular estimation model would provide appropriate estimates of management-related quantities and can focus research priorities and data collection endeavors. Production models did not provide unbiased management advice for these scenarios, but age-structured models may provide better estimates.

**Example 2: Retrospective patterns in age-structured models**

Age-structured integrated assessment models, the general form of which (35) includes variables such has natural mortality rates, vulnerability to fishing, and stock-recruitment relationships (36). Integrated analysis models combine a variety of data sources into a single analysis (37,38), and provide advice on stock status and management quantities (39). These assessment models often estimate management quantities better than other types of models (40–42).

However, time-variation in population processes can hamper the ability of assessments to estimate quantities important in management without bias (20,43,44). Retrospective patterns are defined as systematic biases in estimates of derived quantities from a model, given increasing years of data (45). When retrospective patterns are strong, perhaps due to a misspecified stock assessment model, the model could be rendered unsuitable for management purposes (31). For example, a Pacific halibut (*Hippoglossus stenolepis*) stock assessment was found to have consistently overestimated biomass and underestimated harvest rates (46,47). This resulted in inappropriate harvest strategies being set for managing the stock (47). One of the ways in which this could be mitigated is by allowing a process (such as growth, natural mortality, or selectivity) to vary over the time, even if the “true” time-varying process is unknown (44). However, reducing retrospective patterns does not necessarily translate to unbiased management reference points, and GeMS can be used to investigate such a question.

GeMS can simulate circumstances that give rise to retrospective biases by allowing time-variation in population processes like growth, natural mortality, and selectivity in the operating model. Using the cod-like population again as an example, we present an example MSE with three scenarios. The first scenario applied the age-structured assessment method to data drawn from an operating model in which the assumptions of the assessment matched the operating model’s dynamics. The second and third scenarios were run with control files in which the parameter governing natural mortality in the operating model (“NatMn”) was input as a vector, with a sudden change of the parameter value in the middle of the time series. The performance of an assessment method in which natural mortality varied was then compared to an assessment in which natural mortality was static. The 10 replicates of the MSE was conducted for each scenario, and each replicate was projected 20 years, beginning with 50 years of historical data for assessment. GeMS can be ran in parallel for larger jobs by changing a few optional switches in ‘run\_GeMS’ (see code below. The example files can be found in the folder ‘inst/extdata/Cod\_5\_AgeStructure’ of the Github repository.

run\_GeMS(CurDir = CurrentDirectory, # directory in which the control files reside

CreateFolderNameList = OMNames, # list of control files

runparallel = T, # this tells GeMS to use parallel processing

cores = 2, # this tells GeMS to use 2 cores in parallel

GeMSops = list(silent=T, # this tells GeMS to not output progress

ADoptions = “-gbs 2000000000” # memory management))

First and foremost, the scenario in which the assumptions in the assessment matched the operating model dynamics returned unbiased estimates of quantities used in management (Fig. 5). This sets an important benchmark and verifies that the structure of the assessment method is correct. However, when applying the same assessment method to data drawn from the operating model in which natural mortality varied over time, retrospective patterns and biased management quantities resulted (as expected, Fig. 5). Retrospective patterns and biases (to some extent) were corrected in the assessment in which natural mortality was allowed to vary (Fig. 5). The way in which the time-invariant assessment methods ‘accommodate’ time-variation can be seen by the plots of estimated population process (Fig. 6). In this case, the assessment method in which natural mortality was fixed ‘accommodated’ variation in natural mortality by negative biases in recruitment before the change in M, positive biases in estimated F, and negative biases in fishery selectivity (44).

**Discussion**

GeMS provides a simple method to quickly and quantitatively evaluate the performance of management strategies under different states of nature. It allows for variation in all processes in the operating model and providing the option of spatial dynamics, both of which will likely be important considerations under a changing climate. GeMS is not meant as a replacement for stock assessment and will not be able to capture all the idiosyncrasies of existing assessments. Therefore, GeMS is meant as a starting point for stakeholders to assess their needs for a more comprehensive MSE using other software such as FLR (12) or writing their own framework. It can also be used to ask more fundamental questions about stock assessment performance over a range of life histories, estimation models, and harvest control rules. In addition to the questions described above, GeMS could help to answer questions including (but not limited to) the following:

* What is the value of improved assessment methods or data for assessment?
* How would implementing an MPA or changing gear types impact maximum sustainable yield?
* How does the performance of a management strategy using a production model change (in terms of long term yield) under scenarios in which climate change influences somatic growth?
* How does movement between two populations impact the performance of age-structured assessment methods?
* How would changes in species interactions (via range shifts, for example) influence the potential yield of a given species?

The code for GeMS is open source and published on Github so that users can provide feedback continuously, and an open dialogue between the developers and the users can be established. We hope that GeMS can efficiently evolve to meet additional needs and improve its capabilities through a transparent development and feedback process. Additional, more in-depth examples and information can be found in the GeMS Github repository and associated Wiki.
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Figure 1. Flow chart representing the flow of information through a management strategy evaluation in GeMS.

Figure 2. A comparison of the fits to biomass and estimated catch recommendations from a production model applied to simulated populations with high, medium, and low productivity (i.e. steepness equals 0.8, 0.65, 0.4 in the stock recruit relationship).

Figure 3. Relative error in estimated target biomasses and target fishing mortalities in each year of the projection period from a production model applied to simulated populations with high, medium, and low productivity (i.e. steepness equals 0.8, 0.65, 0.4 in the stock recruit relationship).

Figure 4. Standard output describing the life history processes in the operating model. In this case, only natural mortality varies over time, but all processes have the capacity to change.

Figure 5. A comparison of the estimated management quantities from age-structured assessment methods. “Cod\_Age\_Mvary\_CTL” is an assessment method that fixes natural mortality at a single value applied to an operating model in which natural mortality varies over time. “Cod\_Age\_Mvary\_estM\_CTL” is an assessment method that estimates a time-varying natural mortality applied to an operating model in which natural mortality varies over time. “Cod\_AgeStructure\_CTL” is an assessment method that fixes natural mortality at a single value applied to an operating model in which natural mortality is constant over time.

Figure 6. A comparison of the estimated population processes from 2 age-structured assessment methods applied to an operating model in which natural mortality varies over time. “Cod\_Age\_Mvary\_CTL” is an assessment method that fixes natural mortality at a single value; “Cod\_Age\_Mvary\_estM\_CTL” is an assessment method that estimates a time-varying natural mortality.