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## Introduction

When doctors or researchers conduct quantitative analysis, real-time monitoring and treatment planning for a particular internal tissue or organ, they usually need to know detailed information about the tissue or organ in order to make correct treatment decisions. Biomedical imaging has become an indispensable part in the diagnosis and treatment of diseases. We will apply computer vision methods to extract features from cardiac Computed Tomography (CT) images and combine Big Data with ethnic information to determine the importance of ethnicity in diagnosing Atherosclerosis.

Atherosclerosis, or Arteriosclerotic vascular disease (ASVD), is a progressive disease caused by a buildup of plaque within arteries [7]. In later stages, it can lead to coronary heart disease (CHD), the leading cause of death in the world [8], as well as other potentially fatal conditions which place a substantial burden on hospital care and healthcare costs. At the same time, it is one of the most preventable diseases, with a reduction of up to 90% of CHD symptoms by diet, exercise, and not smoking. There are a cornucopia of risk factors for the disease, and how each of them is coupled to each other in various conditions/states is an active area of research.

The Multi-Ethnic Study of Atherosclerosis (MESA) is a clinical study that seeks to understand the factors that indicate the development of cardiovascular disease while the condition is still subclinical [2]. The study uses data from “a diverse, population-based sample of 6,814 asymptomatic men and women aged 45-84. Approximately 38 percent of the recruited participants are white, 28 percent African-American, 22 percent Hispanic, and 12 percent Asian, predominantly of Chinese descent” [2].

CT scans combine multiple X-ray images taken from different angles to form cross-sectional images (or “slices”) of a patient’s internal organs [5]. The MESA study yielded paired cardiac CT scans for each patient involved in the study [6]. These CT scans provide an abundance of useful cardiac image data that, if effectively mined and utilized in a deep learning system, could allow for fast automated detection of important features that it would take a human being much longer to spot, or be easily missed. Such a tool would benefit both medical professionals and cardiac patients, allowing for easier and potentially more efficient detection of early cardiac disease.

## Goal and Objectives

### Goal

The goal of this project is to use the MESA CT images to create convolutional neural network (CNN) based deep learner that can extract important features from cardiac CT images. If the learner is successfully completed and works effectively, it will be used to develop a tool that allows a user with minimal radiology training (i.e. lab technician) to extract useful features from cardiac CT scans of patients.

The final project will consist of the deliverables, which include documentation and the code. The deliverables should be able to easily write up as a MICCAI conference paper.

### Objectives

1. Simple to use (GUI interface)
2. Works with common CT scanner brands and imaging modalities (w/wo contrast dyes)
3. Input: DICOM .dcm images, user-provided clicks (4) on top/bottom of heart slices, possibly other dimensions as inputs for the CNN (age, ethnicity, atherosclerosis +/-, blood test results, etc.)
4. Output: Relatively fast numerical analysis (<1 min. on a desktop computer), prediction of heart attacks (BETA feature), visualization of the features via some applied filters

## Methods

### Development Tools

All software development for this project will be done in the Python programming language. Since this language is the most popular choice for deep learning and digital image processing, it is an obvious choice for a computer vision project. The TensorFlow library will be used for the deep learning part of the project, as it is one of the most popular and well documented machine learning libraries available for Python. The OpenCV library will be used for the digital image processing part of the project, again due to its popularity and abundance of documentation. The frontend part of the project will be implemented using the PyQT framework, as QT is one of the most efficient and powerful UI frameworks available. GitHub will be used for version control.

### Ontology: Deep Learning

The learner for this project will use a convolutional neural network (CNN) handled by the TensorFlow library. The learner will be trained on the MESA CT images when we get access to them.

To train and build our tool before obtaining the MESA CT images, we can utilize the The Cancer Imaging Archive (TCIA) Public Access datasets. Eight of these datasets match the type of data that we’re trying to train the learner on (cardiac CT scans) [Appendix A], and all of them are fully open for public use; anyone can sign up for an account on the TCIA website and access the datasets freely, provided that the NBIA Data Retriever is installed on the user’s machine. This data can then be viewed using the free Horos DICOM viewer tool.

## Evaluation

The main factor in evaluating the success of this project is the effectiveness of our learner. To assess how effectively the learner trains and processes data, we will use 10-fold cross validation [3], where we train using 90% of our data and validate using 10% of our data a total of ten times, each time using a different 10% of the data for validation and the rest as the training data. We then take the average validation metrics (precision, accuracy, f-measure) of the ten validation cycles and use those values as our final validation metrics. This approach will protect us from overfitting and from getting lucky with a training set that happens to work well with a particular validation set. Our official validation metrics must be based on the MESA CT images, and only those images (not third party images we downloaded early in the project).

Performance is also a major consideration in evaluating our work. We must record total run times for the 10-fold cross validation using the MESA CT images, and also the run time of feature selection on a single new image introduced to an already trained learner. As stated earlier, we are targeting a runtime of less than one minute for processing a single image on suitable hardware (a desktop computer with a relatively high end GPU that has parallel compute units such as nVidia CUDA cores or AMD stream processors). Performance metrics must be consistently taken on the same machine, as changes in hardware across multiple performance tests can result in misleading data.

## Timeline

See Monday.com board timeline (can be exported as an Excel file)
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## Appendix A: Open source datasets

* 8 TCIA datasets match the criteria (CT, HEART) and are open-source
  + NSCLC Radiogenomics, subject IDs (AMC-015, AMC-017)
    - Total of 2136 images, around 1 GB total (DICOM .dcm format)
    - Series spreadsheet and manifest files from TCIA webtool:
      * [NBIA-series-data-1567452924992.csv](https://cdn.discordapp.com/attachments/616839316458700822/618169531017330708/NBIA-series-data-1567452924992.csv)
      * [NBIA-manifest-1567452819121.tcia](https://cdn.discordapp.com/attachments/616839316458700822/618169538651095040/NBIA-manifest-1567452819121.tcia)