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# Introduction

Give a short description of your study. More importantly, describe the motivation for your study.

# Related Work

## Code Volatility

It proved difficult to find related works which also consider the correlation between quality metrics and code volatility. However, we mention the following papers which describe pieces similar to which we used in our approach.

Munson and Elbaum looked at comparing the complexity of sequential builds in order to measure the impact of code change regarding fault proneness [6]. They aimed at determining a suitable fault surrogate (which they dubbed code churn), and furthermore established that code churn is associated with measures of program quality. This research has some similar themes compared to our research in that they investigate how churn correlates with quality (faults); however, they don’t delve into the concept of occurrences of churn across multiple releases.

Graves et al. posit that “In general, process measures based on the change history are more useful in predicting fault rates than product metrics of the code: For instance, the number of times code has been changed is a better indication of how many faults it will contain than is its length.” in their work [7]. Here we clearly observe similar themes compared to our proposal of code volatility. Their model considers collections of files as an individual module, compared to our view that individual classes are the core building blocks. One of the arguments they make regarding standard complexity metrics is that they correlate too highly with lines of code: “…numbers of lines of code in modules are not helpful in predicting numbers of future faults once one has taken into account numbers of times modules have been changed.” This work has similar findings to our research, most notably that using the sum of contributions from all changes in a module’s history can effectively predict fault potential. They proceed one step further and also consider a module’s age in the prediction calculation, which is something we did not do.

One other work which looks at code change and quality is Nagappan and Ball’s research [8]. In it they describe two measures (M5 and M6) which take into account "the cumulative time that a file was opened for editing from the VCS". While this isn't exactly our definition of volatility, it does represent something similar. This concept was used to cross-check the other measures described in their research and it is interesting to our paper since it introduces the concept of quantifying volatility, albeit differently (total time open vs. # of changes across different releases).

## Association Rule Mining

A number of previous studies have been done on large OSS projects such as jEdit, Eclipse, Apache Ant, and Mozilla Firefox to detect the coupling between different java files, classes and methods in order to build prediction models. Ying et al. developed an approach which is based on association rule mining to find recommendations on potential file changes. For example if a developer changes a particular file, then her approach will recommend the other files that will need to be changed. Their findings were superior to ours mostly due to a richer set of data and by omitting confidence.

Similarly, Zimmermann et al. developed a tool named ROSE that works on association rule mining of CVS [10]. Their main concern was to find finer-grained entities, which was absent in Ying’s work. They used association rule mining with minimum support and confidence. Their tool seems to be powerful in terms of suggesting and predicting the next likely code elements to change. It also prohibits and warns about incomplete changes. We took inspiration from both these works and built association rules in a similar fashion. We found that we were able to perform some predictions on future change; however, again their results were superior to ours for various reasons such as richer data set, and using a weighted set of rules (top 10).

# Metrics

## Metrics Definition

Provide a formal definition for the metrics used in your study. Use a separate sub-section for each metric. You may add small computation examples for the metrics you consider more difficult to understand.

## Metrics Implementation details

Provide interesting implementation details for the more challenging metrics you implemented.

# Empirical Study

Provide a high-level description of the study.

## Examined variables

Describe your independent and dependent variables.

## Examined hypotheses

Describe the null and alternative hypotheses.

## Experiment design and Data Collection

List the projects you have selected for the analysis. Justify your selection. Describe their characteristics (size, history, version, revisions, development team, development practices, etc.)

1. Table Type Styles

| Table Head | Table Column Head | | |
| --- | --- | --- | --- |
| Table column subhead | Subhead | Subhead |
| copy | More table copya |  |  |

1. Sample of a Table footnote. (*Table footnote*)

## Statistical analysis

Statistical tests. Discussion of the results.

## Threats to validity

Internal, External, Construct validity.

# Conclusions

We concluded that...
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