Week 1 Quiz Material

When copy and pasting from a code block, or from your local R session, be sure to include all digits for any numeric answer. Also, do no modify the default digits option in the code blocks or your local R session.

Practice

Exercise 1

*# starter*

x = 1:100

Calculate

∑i=1nln(xi).∑i=1nln⁡(xi).

That is, sum the log of each element of x.

Exercise 2

*# starter*

set.seed(42)

a\_vector = rpois(250, lambda = 6)

How many of the elements of a\_vector are greater than or equal to 5? (Notice were using two functions set.seed(), and rpois() to create this vector. We will discuss these at length when we begin to discuss probability.) Be sure to run the two lines in order, otherwise your vector will not contain the expected elements.

Exercise 3

*# starter*

x = 1:100

Create a new vector y, which adds 5 to the elements stored in odd indices of x and subtracts 10 from the elements stored even indices of x. Calculate the standard deviation of this new vector.

Exercise 4

*# starter*

quiz\_list = list(

x = c(1, 2),

y = "Hello Quiz Taker",

z = "z"

)

Which of the following would return the third element of the list quiz\_list?

quiz\_list[3]

quiz\_list[[3]]

quiz\_list["3"]

quiz\_list$z

quiz\_list$3

Exercise 5

*# starter*

**library**(MASS)

Create a histogram of age in the Melanoma dataset from the MASS package. How would you describe this data?
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* **Slight left skew**
* Symmetric
* Slight right skew
* Large right skew

Possible hint: For an example of a right skew, run:

hist(rchisq(1500, df = 5), breaks = 20)
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Exercise 1

How many individuals in the Melanoma dataset from the MASS package died from a melanoma?

Exercise 2

What is the average age of individuals in the Melanoma dataset from the MASS package who are alive?

Exercise 3

Which animal in the mammals dataset from the MASS package has the largest brain weight relative to its body weight? (That is, the largest brain weight to body weight ratio.)

Exercise 4

Create side-by-side boxplots for each of the numeric variables in the iris dataset. To do so, simply supply the usual function with a dataframe of only the numeric variales of the dataset. Based on this plot, which variable is the most variable? Calculate the standard deviation of this variable.

Exercise 5

*# preamble*

set.seed(42)

z = list(

round(rnorm(n = 25, 0, 5), 2),

c(1, 1, 2, 3, 5, 8),

sample(30)

)

The above code block has access to a list stored in the variable z.

Calculate the sum of:

* The minimum first element of z
* The maximum of the second element of z
* The mean of the third element of z

Exercise 6

Where were the measurements taken in the airquality dataset?

* Chicago, IL
* Los Angeles, CA
* **New York, NY**
* Champaign, IL
* Paris, France

Exercise 7

Using the airquality dataset, what is the average wind speed in May ?

Exercise 8

Using the airquality dataset, what is the average ozone measurement? Hint: read the documentation of any function that returns an unexpected result. You will likely find a solution to the issue.

Exercise 9

Using the airquality dataset, create a scatter plot to compare windspeed and temperature. Based on this plot, you believe that:

* Wind speed and temperature have no relationship.
* As temperature increases, wind speed increases.
* **As temperature increases, wind speed decreases**

**![C:\Users\Bryna\AppData\Local\Microsoft\Windows\INetCache\Content.MSO\878C57C2.tmp](data:image/png;base64,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)**Exercise 10

*# starter*

set.seed(1337)

x = rnorm(10000)

What proportion of the elements of x are larger than 2 in magnitude? Be sure to run the two lines in order, otherwise your vector will not contain the expected elements.

Exercise 11

*# starter*

set.seed(42)

x = rnorm(100, mean = 0, sd = 10)

mean(f(input = x)) - f()

Write a function called f that has a single argument input with a default value of 42 which is assumed to be a vector of numeric valves. The function should output a vector that is input but with any negative values replaced with 0.

Hint: The ifelse() function could be useful here. Note that all three arguments to ifelse() are vectors.

Run your function followed by the three lines given. Submit the output as your answer.

Exercise 12

*# starter*

set.seed(42)

y = 5 \* x0 + x1 + rnorm(n = 30, mean = 0 , sd = 1)

Create three vectors x0, x1, and y. Each should have a length of 30 and store the following:

x0: Each element should be the value 1 x1: The first 30 square numbers, starting from 1 (so 1, 4, 9, etc.) y: The result of running the given code, after creating the other two vectors

Report the mean of the values stored in y.

Exercise 13

**(Continued from Exercise 12)** Create a matrix X with columns x0 and x1. Report the sum of the elements in rows 17 and 19.

Exercise 14

**(Continued from Exercises 12 and 13)** Use matrix operations to create a new matrix beta\_hat defined as follows. Report the sum of the values stored in this matrix.

β^=(XTX)−1XTyβ^=(XTX)−1XTy

Exercise 15

**(Continued from Exercises 12, 13, and 14)** Create a new variable y\_hat which stores the result of the matrix operation,

y^=Xβ^.y^=Xβ^.

The result will be a 30×130×1 matrix. Perform and report the result of the following operation,

∑i=130(yi−y^i)2.∑i=130(yi−y^i)2.

Week 2 Quiz Material

When copy and pasting from a code block, or from your local R session, be sure to include all available digits for any numeric answer. Also, do not modify the default digits option in the code blocks or your local R session.

Practice

Exercise 1

*#*

Consider a random variable XX that has a normal distribution with a mean of 5 and a variance of 9. Calculate P[X>4]P[X>4].

Exercise 2

*#*

Consider the simple linear regression model

Y=−3+2.5x+ϵY=−3+2.5x+ϵ

where

ϵ∼N(0,σ2=4).ϵ∼N(0,σ2=4).

What is the expected value of YY given that x=5x=5? That is, what is E[Y∣X=5]E[Y∣X=5]?

Exercise 3

*#*

Given the SLR model in exercise 2, what is the standard deviation of YY when xx is 1010. That is, what is SD[Y∣X=10]SD[Y∣X=10]?

Exercise 4

*#*

For this Exercise, use the built-in trees dataset in R. Fit a simple linear regression model with Girth as the response and Height as the predictor. What is the slope of the fitted regression line?

Exercise 5

*#*

Continue using the SLR model you fit in Exercise 4. What is the value of R2R2 for this fitted SLR model?

Graded

Exercise 1

*#*

Consider the simple linear regression model

Y=10+5x+ϵY=10+5x+ϵ

where

ϵ∼N(0,σ2=16pσ2=16).

Calculate the probability that YY is less than 6 given that x=0x=0.

Exercise 2

*#*

Using the SLR model in exercise 1, what is the probability that YY is greater than 3 given that x=−1x=−1?

Exercise 3

*#*

Using the SLR model in exercise 1, what is the probability that YY is greater than 3 given that x=−2x=−2?

Exercise 4

*#*

For exercises 4 - 11, use the faithful dataset, which is built into R.

Suppose we would like to predict the duration of an eruption of [the Old Faithful geyser](http://www.yellowstonepark.com/about-old-faithful/) in [Yellowstone National Park](https://en.wikipedia.org/wiki/Yellowstone_National_Park) based on the waiting time before an eruption. Fit a simple linear model in R that accomplishes this task.

What is the estimate of the intercept parameter?

Exercise 5

*#*

What is the estimate of the slope parameter?

Exercise 6

*#*

Use the fitted model to predict the duration of an eruption based on a waiting time of **80** minutes.

Exercise 7

*#*

Use the fitted model to predict the duration of an eruption based on a waiting time of **120** minutes.

Exercise 8

*#*

Of the predictions that you made, for 80 and 120 minutes, which is more reliable?

* **80**
* 120
* Both are equally reliable

Exercise 9

*#*

Calculate the RSS for the fitted model.

Exercise 10

*#*

What proportion of the variation in eruption duration is explained by the linear relationship with waiting time?

Exercise 11

*#*

Calculate the standard deviation of the residuals of the fitted model.

Exercise 12

Suppose both Least Squares and Maximum Likelihood are used to fit a simple linear regression model to the same data. The estimates for the slope and the intercept will be:

* **The same same**
* **Different**
* **Possibly the same or different depending on the data**

Exercise 13

Consider the fitted regression model:

y^=−1.5+2.3xy^=−1.5+2.3x

Indicate all of the following that **must** be true:

* **The difference between the yy values of observations at x=10x=10 and x=9x=9 is 2.32.3.**
* **A good estimate for the mean of YY when x=0x=0 is -1.5.**
* **There are observations in the dataset used to fit this regression with negative yy values.**

Exercise 14

Indicate all of the following that are true:

* The SLR model assumes that errors are independent. true
* The SLR model allows for a larger variances for larger values of the predictor variable.
* The SLR model assumes that the response variable follows a normal distribution.
* The SLR model assumes taht the relationship between the response and the predictor is linear. true

Exercise 15

Suppose you fit a simple linear regression model and obtain β^1=0β^1=0. Does this mean that there is **no relationship** between the response and the predictor?

* **Yes**
* **No no**
* **Depends on the intercept**

# Week 3 Quiz Material

When copy and pasting from a code block, or from your local R session, be sure to include all available digits for any numeric answer. Also, do not modify the default digits option in the code blocks or your local R session.

## Practice

### Exercise 1

*#*

Consider a random variable XX that has a tt distribution with 77 degrees of freedom. Calculate P[X>1.3]P[X>1.3].

### Exercise 2

*#*

Consider a random variable YY that has a tt distribution with 99 degrees of freedom. Find cc such that P[X>c]=0.025P[X>c]=0.025.

### Exercise 3

*#*

For this Exercise, use the built-in trees dataset in R. Fit a simple linear regression model with Girth as the response and Height as the predictor. What is the p-value for testing H0:β1=0H0:β1=0 vs H1:β1≠0H1:β1≠0?

### Exercise 4

*#*

Continue using the SLR model you fit in Exercise 3. What is the length of a 90% confidence interval for β1β1?

### Exercise 5

*#*

Continue using the SLR model you fit in Exercise 3. Calculate a 95% confidence interval for the mean tree girth of a tree that is 79 feet tall. Report the upper bound of this interval.

## Graded

### Exercise 1

*#*

Consider a random variable XX that has a tt distribution with 55 degrees of freedom. Calculate P[|X|>2.1]P[|X|>2.1].

### Exercise 2

*#*

Calculate the critical value used for a 90% confidence interval about the slope parameter of a simple linear regression model that is fit to 10 observations. (Your answer should be a positive value.)

### Exercise 3

*#*

Consider the true simple linear regression model

Yi=5+4xi+ϵiϵi∼N(0,σ2=4)i=1,2,…20Yi=5+4xi+ϵiϵi∼N(0,σ2=4)i=1,2,…20

Given Sxx=1.5Sxx=1.5, calculate the probability of observing data according to this model, fitting the SLR model, and obtaining an estimate of the slope parameter greater than 4.2. In other words, calculate

P[β^1>4.2]P[β^1>4.2]

### Exercise 4

*#*

For exercises 4 - 11, use the faithful dataset, which is built into R.

Suppose we would like to predict the duration of an eruption of [the Old Faithful geyser](http://www.yellowstonepark.com/about-old-faithful/) in [Yellowstone National Park](https://en.wikipedia.org/wiki/Yellowstone_National_Park) based on the waiting time before an eruption. Fit a simple linear model in R that accomplishes this task.

What is the value of SE[β^1]SE[β^1]?

### Exercise 5

*#*

What is the value of the test statistic for testing H0:β0=0H0:β0=0 vs H1:β0≠0H1:β0≠0?

### Exercise 6

*#*

What is the value of the test statistic for testing H0:β1=0H0:β1=0 vs H1:β1≠0H1:β1≠0?

### Exercise 7

*#*

Test H0:β1=0H0:β1=0 vs H1:β1≠0H1:β1≠0 with α=0.01α=0.01. What decision do you make?

* **Fail to reject H0H0**
* **Reject H0H0 yes**
* **Reject H1H1**
* **Not enough information**

### Exercise 8

*#*

Calculate a 90% confidence interval for β0β0. Report the upper bound of this interval.

### Exercise 9

*#*

Calculate a 95% confidence interval for β1β1. Report the length of the margin of this interval.

### Exercise 10

*#*

Create a 90% confidence interval for the mean eruption duration for a waiting time of 81 minutes. Report the lower bound of this interval.

### Exercise 11

*#*

Create a 99% prediction interval for a new observation’s eruption duration for a waiting time of 72 minutes. Report the upper bound of this interval.

### Exercise 12

Consider a 90% confidence interval for the mean response and a 90% prediction interval, both at the same xx value. Which interval is narrower?

* **Confidence interval yes**
* **Prediction interval**
* **No enough information, it depends on the value of xx**

### Exercise 13

Suppose you obtain a 99% confidence interval for β1β1 that is (−0.4,5.2)(−0.4,5.2). Now test H0:β1=0H0:β1=0 vs H1:β1≠0H1:β1≠0 with α=0.01α=0.01. What decision do you make?

* **Fail to reject**H0H0 yes
* Reject H0H0
* Reject H1H1
* Not enough information

### Exercise 14

Suppose you test H0:β1=0H0:β1=0 vs H1:β1≠0H1:β1≠0 with α=0.01α=0.01 and fail to reject H0H0. Indicate all of the following that must always be true:

* **There is no relationship between the response and the predictor. no**
* **The probability of observing the estimated value of β1β1 (or something more extreme) is greater than 0.010.01 if we assume that β1=0β1=0. yes**
* **The value of β^1β^1 is very small. For example, it could not be 1.2. no**
* **The probability that β1=0β1=0 is very high. no**
* **We would also fail to reject at α=0.05α=0.05. no**

### Exercise 15

Consider a 95% confidence interval for the mean response calculated at x=6x=6. If instead we calculate the interval at x=7x=7, mark each value that would change:

* **Estimate yes**
* Critical Value
* **Standard Error yes**

Week 4 Quiz Material

When copy and pasting from a code block, or from your local R session, be sure to include all available digits for any numeric answer. Also, do not modify the default digits option in the code blocks or your local R session.

Practice

Exercise 1

*#*

Consider a random variable XX that has a FF distribution with 33 and 55 degrees of freedom. Calculate P[X>2.7]P[X>2.7].

Exercise 2

*#*

For this following Exercises, use the built-in longley dataset in R. Fit a multiple linear regression model with Employed as the response. Use three predictors: GNP, Population, and Armed.Forces. Specifically

Y=β0+β1x1+β2x2+β3x3+ϵY=β0+β1x1+β2x2+β3x3+ϵ

where

* x1x1 is GNP
* x2x2 is Population
* x3x3 is Armed.Forces

Create a 90% confidence interval for β1β1. Report the lower bound of this interval.

Exercise 3

*#*

What is the standard error of β^2β^2?

Exercise 4

*#*

What is the p-value for testing H0:β3=0 vs H1:β3≠0H0:β3=0 vs H1:β3≠0?

Exercise 5

*#*

What is the value of the FF test statistic for testing for significance of regression?

Graded

Exercise 1

*#*

Consider testing for significance of regression in a multiple linear regression model with 9 predictors and 30 observations. If the value of the FF test statistic is 2.4, what is the p-value of this test?

Exercise 2

*#*

What is the p-value for testing H0:β1=0 vs H1:β1≠0H0:β1=0 vs H1:β1≠0 in a multiple linear regression model with 5 predictors and 20 observations if the value of the tt test statistic is -1.3?

Exercise 3

set.seed(42)

x\_values = data.frame(

x1 = runif(15),

x2 = runif(15),

x3 = runif(15)

)

Consider the true model

Y=3+2x1+0.5x2+5x3+ϵY=3+2x1+0.5x2+5x3+ϵ

where

ϵ∼N(0,σ2=9)ϵ∼N(0,σ2=9)

What is SD[β^2]SD[β^2] given the values of predictors above?

Exercise 4

*#*

For exercises 4 - 11, use the swiss dataset, which is built into R.

Fit a multiple linear regression model with Fertility as the response and the remaining variables as predictors. You should use ?swiss to learn about the background of this dataset.

Use your fitted model to make a prediction for a Swiss province in 1888 with:

* 54% of males involved in agriculture as occupation
* 23% of draftees receiving highest mark on army examination
* 13% of draftees obtaining education beyond primary school
* 60% of the population identifying as Catholic
* 24% of live births that live less than a year

Exercise 5

*#*

Create a 99% confidence interval for the coefficient for Catholic. Report the upper bound of this interval.

Exercise 6

*#*

Calculate the p-value of the test H0:βExamination=0 vs H1:βExamination≠0H0:βExamination=0 vs H1:βExamination≠0

Exercise 7

*#*

Create a 95% confidence interval for the average Fertility for a Swiss province in 1888 with:

* 40% of males involved in agriculture as occupation
* 28% of draftees receiving highest mark on army examination
* 10% of draftees obtaining education beyond primary school
* 42% of the population identifying as Catholic
* 27% of live births that live less than a year

Report the lower bound of this interval.

Exercise 8

*#*

Create a 95% prediction interval for the Fertility of a Swiss province in 1888 with:

* 40% of males involved in agriculture as occupation
* 28% of draftees receiving highest mark on army examination
* 10% of draftees obtaining education beyond primary school
* 42% of the population identifying as Catholic
* 27% of live births that live less than a year

Report the lower bound of this interval.

Exercise 9

*#*

Report the value of the FF statistic for the significance of regression test.

Exercise 10

*#*

Carry out the significance of regression test using α=0.01α=0.01. What decision do you make?

* Fail to reject H0H0
* **Reject H0H0**
* Reject H1H1
* Not enough information

Exercise 11

*#*

Consider a model that only uses the predictors Education, Catholic, and Infant.Mortality. Use an FF test to compare this with the model that uses all predictors. Report the p-value of this test.

Exercise 12

Consider two **nested** multiple linear regression models fit to the same data. One has an R2R2 of 0.9 while the other has an R2R2 of 0.8. Which model uses fewer predictors?

* The model with an R2R2 of 0.9
* The model with an R2R2 of 0.8
* Not enough information

Exercise 13

The following multiple linear regression is fit to data

Y=β0+β1x1+β2x2+ϵY=β0+β1x1+β2x2+ϵ

If β^1=5β^1=5 and β^2=0.25β^2=0.25 then:

* The p-value for testing H0:β1=0 vs H1:β1≠0H0:β1=0 vs H1:β1≠0 will be *larger than* the p-value for testing H0:β2=0 vs H1:β2≠0H0:β2=0 vs H1:β2≠0.
* The p-value for testing H0:β1=0 vs H1:β1≠0H0:β1=0 vs H1:β1≠0 will be *smaller than* the p-value for testing H0:β2=0 vs H1:β2≠0H0:β2=0 vs H1:β2≠0.
* Not enough information

Exercise 14

Suppose you have a SLR model for predicting IQ from height. The estimated coefficient for height is positive. Now, we add a predictor for age to create a MLR model. After fitting this new model, the estimated coefficient for height **must be**:

* Exactly the same as the SLR model.
* Different, but still positive.
* Zero.
* Negative.
* **None of the above.**

Exercise 15

The following multiple linear regression is fit to data

Y=β0+β1x1+β2x2+ϵY=β0+β1x1+β2x2+ϵ

If the FF test for the significance of regression has a p-value less than 0.01, then we know that

* The p-values for both H0:β1=0 vs H1:β1≠0H0:β1=0 vs H1:β1≠0 and H0:β2=0 vs H1:β2≠0H0:β2=0 vs H1:β2≠0 will be less than 0.01.
* **The p-values for both H0:β1=0 vs H1:β1≠0H0:β1=0 vs H1:β1≠0 and H0:β2=0 vs H1:β2≠0H0:β2=0 vs H1:β2≠0 could be greater than 0.01.**
* H0:β1=0 vs H1:β1≠0H0:β1=0 vs H1:β1≠0 will have a p-value less than 0.01 if H0:β2=0 vs H1:β2≠0H0:β2=0 vs H1:β2≠0 has a p-value greater than 0.01.

Week 7 Quiz Material

When copy and pasting from a code block, or from your local R session, be sure to include all available digits for any numeric answer. It would be best to copy and paste values that were returned using printing methods that do not round results. (Notably the direct output from calling summary().) Also, do not modify the default digits option in the code blocks or your local R session.

Practice

Exercise 1

*#*

For each of the following Exercises, use the built-in ToothGrowth dataset in R. We will use len as the response variable, which we will refer to as the tooth length. Use ?ToothGrowth to learn more about the dataset.

For Exercises 1-3, consider the dose variable a numeric variable. Fit the regression model

Y=β0+β1x1+β2x2+β3x1x2+ϵY=β0+β1x1+β2x2+β3x1x2+ϵ

where

* YY is tooth length
* x1x1 is the dose in milligrams per day
* x2x2 is a dummy variable that takes the value 11 when the supplement type is ascorbic acid

Use this model to obtain an estimate of the change in mean tooth length for an dose increase of 1 milligram per day, when the supplement type is orange juice.

Exercise 2

*#*

Use the model from Exercise 1 to obtain an estimate of the change in mean tooth length for an dose increase of 1 milligram per day, when the supplement type is ascorbic acid.

Exercise 3

*#*

The answers to the two previous questions should be different, but are these results significant? Test for interaction between dose and supplement type. Report the p-value of the test.

Exercise 4

*#*

unique(ToothGrowth$dose)

## [1] 0.5 1.0 2.0

Note that there are only three unique values for the dosages. For Exercises 4 and 5, consider the dose variable a categorical variable.

The previous model, using dose as numeric, assumed that the difference between a dose of 0.5 and 1.0 is the same as the difference between a dose of 1.0 and 1.5, but allowed us to make predictions for any dosage.

Considering dose a categorical variable, we will only be able to make predictions at the three existing dosages, but no longer is the the relationship between dose and response constrained to be linear.

Fit the regression model

Y=β0+β1x1+β2x2+β3x3+ϵY=β0+β1x1+β2x2+β3x3+ϵ

where

* YY is tooth length
* x1x1 is a dummy variable that takes the value 11 when the dose is 1.0 milligrams per day
* x2x2 is a dummy variable that takes the value 11 when the dose is 2.0 milligrams per day
* x3x3 is a dummy variable that takes the value 11 when the supplement type is ascorbic acid

Use this model to obtain an estimate of the difference in mean tooth length for dosages of 1.0 and 2.0 milligrams per day for both supplement types. (Since we are not considering interactions, the supplement type does not matter.)

Exercise 5

Suppose we wrote the the previous model with a different parameterization

Y=γ1x1+γ2x2+γ3x3+γ4x4+ϵY=γ1x1+γ2x2+γ3x3+γ4x4+ϵ

where

* YY is tooth length
* x1x1 is a dummy variable that takes the value 11 when the dose is 0.5 milligrams per day
* x2x2 is a dummy variable that takes the value 11 when the dose is 1.0 milligrams per day
* x3x3 is a dummy variable that takes the value 11 when the dose is 2.0 milligrams per day
* x4x4 is a dummy variable that takes the value 11 when the supplement type is ascorbic acid

Calculate an estimate of γ3γ3.

Graded

Exercise 1

*# starter*

**library**(MASS)

For exercises 1 - 6, use the cats dataset from the MASS package. Consider three models:

* Simple: Y=β0+β1x1+ϵY=β0+β1x1+ϵ
* Additive: Y=β0+β1x1+β2x2+ϵY=β0+β1x1+β2x2+ϵ
* Interaction: Y=β0+β1x1+β2x2+β3x1x2+ϵY=β0+β1x1+β2x2+β3x1x2+ϵ

where

* YY is the heart weight of a cat in grams
* x1x1 is the body weight of a cat in kilograms
* x2x2 is a dummy variable that takes the value 11 when a cat is male

Use the simple model to estimate the change in average heart weight when body weight is increased by 1 kilogram, for a female cat.

Exercise 2

*# starter*

**library**(MASS)

Use the interaction model to estimate the change in average heart weight when body weight is increased by 1 kilogram, for a female cat.

Exercise 3

*# starter*

**library**(MASS)

Use the interaction model to estimate the change in average heart weight when body weight is increased by 1 kilogram, for a male cat.

Exercise 4

*# starter*

**library**(MASS)

Use the additive model to estimate the **difference** in the change in average heart weight when body weight is increased by 1 kilogram between a male and female cats.

Exercise 5

*# starter*

**library**(MASS)

Use an FF test to compare the additive and interaction models. Report the value of the FF test statistic.

Exercise 6

*# starter*

**library**(MASS)

Carry out the test in Exercise 5 using α=0.05α=0.05. Based on this test, which model is preferred?

* Simple
* Additive
* Interaction
* None of the above

Exercise 7

*# starter*

iris\_add = lm(Sepal.Length ~ Petal.Length + Species, data = iris)

For exercises 7 - 13, use the iris dataset which is built into R. Use ?iris to learn about this dataset. (Note that this model would be somewhat odd in practice. Usually it would make sense to predict species from characteristics, or characteristics from species. Here we’re using a combination of characteristics and species to predict other characteristics, for illustrative purposes.)

Using the model fit with the given code, predict the sepal length of a versicolor with a petal length of 5.10.

Exercise 8

*# starter*

iris\_add = lm(Sepal.Length ~ Petal.Length + Species, data = iris)

Continue to use the model from Exercise 7. Create a 90% confidence interval for the difference in mean sepal length between virginicas and setosas for a given petal length. Report the lower bound of this interval

Exercise 9

*# starter*

iris\_add = lm(Sepal.Length ~ Petal.Length + Species, data = iris)

Continue to use the model from Exercise 7. Perform a test that compares this model to one without an effect for species. Report the value of the test statistic for this test.

Exercise 10

*# starter*

iris\_int = lm(Sepal.Length ~ Petal.Length \* Species, data = iris)

Now consider the model with interaction given above. Excluding σ2σ2, how many parameters does this model have? Stated another way, if written mathematically, how many ββ parameters are in the model?

Exercise 11

*# starter*

iris\_int = lm(Sepal.Length ~ Petal.Length \* Species, data = iris)

Using the interaction model fit with the given code, create a 99% prediction interval for the sepal length of a versicolor with a petal length of 5.10. Report the upper bound of this interval.

Exercise 12

*# starter*

iris\_int = lm(Sepal.Length ~ Petal.Length \* Species, data = iris)

Using the interaction model fit with the given code, obtain an estimate of the change in mean petal length for a sepal length increase of 1 unit, for a versicolor.

Exercise 13

*# starter*

Compare the two previous models, the additive and interaction models using an ANVOA FF test using α=0.01α=0.01. Based on this test, which model is preferred?

* Additive
* Interaction
* None of the above

Exercise 14

*# starter*

For exercises 14 - 15, use the swiss dataset, which is built into R. Fit an multiple linear model with Fertility as the response and Education, Catholic, and Infant.Mortality as predictors. Use the first order terms as well as all two and three-way interactions.

Use this model to estimate the change in mean Fertility for an increase of Education of one unit when Catholic is 90.0 and Infant.Mortality is 20.0.

Exercise 15

*# starter*

Test for the significance of the three-way interaction in model from Exercise 14. Report the p-value of this test.

Week 8 Quiz Material

When copy and pasting from a code block, or from your local R session, be sure to include all available digits for any numeric answer. It would be best to copy and paste values that were returned using printing methods that do not round results. (Notably the direct output from calling summary().) Also, do not modify the default digits option in the code blocks or your local R session.

Practice

Exercise 1

*# starter*

Consider the model

Y=5−2x+ϵY=5−2x+ϵ

where

ϵ∼N(0,σ2=|x|4).ϵ∼N(0,σ2=|x|4).

That is

Var[Y∣X=x]=|x|4.Var[Y∣X=x]=|x|4.

Calculate

P[Y>1∣X=3].P[Y>1∣X=3].

Exercise 2

*# preamble*

gen\_data = **function**(sample\_size = 20, seed = 420) {

set.seed(seed)

x = runif(n = sample\_size, min = 0, max = 3)

y = exp(2 + 3 \* x + 0.35 \* x ^ 2 + rnorm(n = sample\_size, sd = 3))

data.frame(x = x, y = y)

}

quiz\_data = gen\_data()

*# starter*

quiz\_data

The above code block has access to a data frame named quiz\_data with two variables y and x. Here, we use y as the response.

Fit a simple linear regression model to this data. What is the Cook’s distance for the observation with the largest leverage?

Exercise 3

*# preamble*

gen\_data = **function**(sample\_size = 20, seed = 420) {

set.seed(seed)

x = runif(n = sample\_size, min = 0, max = 3)

y = exp(2 + 3 \* x + 0.35 \* x ^ 2 + rnorm(n = sample\_size, sd = 3))

data.frame(x = x, y = y)

}

quiz\_data = gen\_data()

*# starter*

quiz\_data

The above code block has access to a data frame named quiz\_data with two variables y and x. Here, we use y as the response.

Fit a simple linear regression model to this data. Calculate the p-value of the Shapiro-Wilk test for the normality assumption.

Exercise 4

*# preamble*

gen\_data = **function**(sample\_size = 20, seed = 420) {

set.seed(seed)

x = runif(n = sample\_size, min = 0, max = 3)

y = exp(2 + 3 \* x + 0.35 \* x ^ 2 + rnorm(n = sample\_size, sd = 3))

data.frame(x = x, y = y)

}

quiz\_data = gen\_data()

*# starter*

quiz\_data

The above code block has access to a data frame named quiz\_data with two variables y and x. Here, we use y as the response.

Fit the model

log(y)=β0+β1x+β2x2+ϵ.log⁡(y)=β0+β1x+β2x2+ϵ.

Use the Shapiro-Wilk test to assess the normality assumption for this model. Use α=0.05α=0.05.

Select the correct decision and interpretation:

* Fail to Reject H0H0. Normality assumption is suspect.
* Fail to Reject H0H0. Normality assumption is *not* suspect.
* Reject H0H0. Normality assumption is suspect.
* Reject H0H0. Normality assumption is *not* suspect.
* Hint: The null hypothesis of the test assumes normality.

Exercise 5

*# preamble*

gen\_data = **function**(sample\_size = 20, seed = 420) {

set.seed(seed)

x = runif(n = sample\_size, min = 0, max = 3)

y = exp(2 + 3 \* x + 0.35 \* x ^ 2 + rnorm(n = sample\_size, sd = 3))

data.frame(x = x, y = y)

}

quiz\_data = gen\_data()

*# starter*

quiz\_data

The above code block has access to a data frame named quiz\_data with two variables y and x. Here, we use y as the response.

Fit the model

log(y)=β0+β1x+β2x2+ϵ.log⁡(y)=β0+β1x+β2x2+ϵ.

Calculate the residual sum of squares (RSS) in the original units of yy. That is, calculate

∑(y^i−yi)2.∑(y^i−yi)2.

Report your answer in billions.

Graded

Exercise 1

*# preamble*

gen\_data\_1 = **function**(sample\_size = 25, seed = 420) {

set.seed(seed)

x = runif(n = sample\_size, min = 0, max = 3)

y = 2 + 3 \* x + rnorm(n = sample\_size)

data.frame(x = x, y = y)

}

gen\_data\_2 = **function**(sample\_size = 25, seed = 420) {

set.seed(seed)

x = runif(n = sample\_size, min = 0, max = 3)

y = 2 + 3 \* x + rt(n = sample\_size, df = 2)

data.frame(x = x, y = y)

}

data\_1 = gen\_data\_1()

data\_2 = gen\_data\_2()

*# starter*

data\_1

data\_2

The above code block has access to two data frames named data\_1 and data\_2, both with variables y and x. Here, we use y as the response.

Fit a simple linear regression to both datasets. For both fitted regressions, create a Normal Q-Q Plot.

Based on the plots:

* The normality assumption is more suspect for the model fit to data\_1.
* The normality assumption is more suspect for the model fit to data\_2.

Exercise 2

*# preamble*

gen\_data\_2 = **function**(sample\_size = 100, seed = 420) {

set.seed(seed)

x = runif(n = sample\_size, min = 0, max = 3)

y = 2 + 3 \* x + rnorm(n = sample\_size)

data.frame(x = x, y = y)

}

gen\_data\_1 = **function**(sample\_size = 100, seed = 420) {

set.seed(seed)

x = runif(n = sample\_size, min = -3, max = 0)

y = 2 + 3 \* x + sqrt(abs(x \* rnorm(n = sample\_size)))

data.frame(x = x, y = y)

}

data\_1 = gen\_data\_1()

data\_2 = gen\_data\_2()

*# starter*

data\_1

data\_2

The above code block has access to two data frames named data\_1 and data\_2, both with variables variables y and x. Here, we use y as the response.

Fit a simple linear regression to both datasets. For both fitted regressions, create Fitted versus Residuals plot.

Based on the plots:

* The equal variance assumption is more suspect for the model fit to data\_1.
* The equal variance assumption is more suspect for the model fit to data\_2.

Exercise 3

*# starter*

Consider the model

Y=2+4x+ϵY=2+4x+ϵ

where

ϵ∼N(0,σ2=x2).ϵ∼N(0,σ2=x2).

That is

Var[Y∣X=x]=x2.Var[Y∣X=x]=x2.

Calculate

P[Y<−12∣X=−3].P[Y<−12∣X=−3].

Exercise 4

*# starter*

For exercises 4 - 9, use the LifeCycleSavings dataset which is built into R. Fit a multiple linear regression model with sr as the response and the remaining variables as predictors. What proportion of observations have a standardized residual less than 2 in magnitude?

Exercise 5

*# starter*

Continue using the model fit in Exercise 4. Note that each observation is about a particular country. Which country (observation) has the standardized residual with the largest magnitude?

Exercise 6

*# starter*

Continue using the model fit in Exercise 4. How many observations have “high” leverage? Use twice the average leverage as the cutoff for “high.”

Exercise 7

*# starter*

Continue using the model fit in Exercise 4. Which country (observation) has the largest leverage?

Exercise 8

*# starter*

Continue using the model fit in Exercise 4. Report the largest Cook’s Distance for observations in this dataset.

Exercise 9

*# starter*

Continue using the model fit in Exercise 4. Find the observations that are influential. Use 4n4n as the cutoff for labeling an observation influential.

Create a subset of the original data that excludes these influential observations and refit the same model to this new data. Report the sum of the estimated regression coefficients.

Exercise 10

*# starter*

airquality = na.omit(airquality)

For exercises 10 - 15, use the airquality dataset which is built into R. For simplicity, we will remove any observations with missing data. We will use Ozone as the response and Temp as a single predictor.

Fit the model

Y=β0+β1x+β2x2+ϵY=β0+β1x+β2x2+ϵ

Test for the significance of the quadratic term. Report the p-value of this test.

Exercise 11

*# starter*

airquality = na.omit(airquality)

Fit the model

Y=β0+β1x+β2x2+β3x3+β4x4+ϵY=β0+β1x+β2x2+β3x3+β4x4+ϵ

Test to compare this model to the model fit in Exercise 10. Report the p-value of this test.

Exercise 12

*# starter*

airquality = na.omit(airquality)

Use the Shapiro-Wilk test to asses the normality assumption for the model in Exercise 11. Use α=0.01α=0.01.

Select the correct decision and interpretation:

* Fail to Reject H0H0. Normality assumption is suspect.
* Fail to Reject H0H0. Normality assumption is *not* suspect.
* Reject H0H0. Normality assumption is suspect.
* Reject H0H0. Normality assumption is *not* suspect.

Exercise 13

*# starter*

airquality = na.omit(airquality)

Fit the model

log(y)=β0+β1x+ϵ.log⁡(y)=β0+β1x+ϵ.

Use the Shapiro-Wilk test to asses the normality assumption for this model. Use α=0.01α=0.01.

Select the correct decision and interpretation:

* Fail to Reject H0H0. Normality assumption is suspect.
* Fail to Reject H0H0. Normality assumption is *not* suspect.
* Reject H0H0. Normality assumption is suspect.
* Reject H0H0. Normality assumption is *not* suspect.

Exercise 14

*# starter*

airquality = na.omit(airquality)

Use the model from Exercise 13 to create a 90% prediction interval for Ozone when the temperate is 84 degree Fahrenheit. Report the upper bound of this interval

Exercise 15

*# starter*

airquality = na.omit(airquality)

Using the model from Exercise 13, calculate the ratio of:

* The sample variance of residuals for observations with a fitted value less than 3.5
* The sample variance of residuals for observations with a fitted value greater than 3.5

(While not a formal test for the equal variance assumption, we would hope that this value is close to 1.)

Week 9 Quiz Material

When copy and pasting from a code block, or from your local R session, be sure to include all available digits for any numeric answer. It would be best to copy and paste values that were returned using printing methods that do not round results. (Notably the direct output from calling summary().) Also, do not modify the default digits option in the code blocks or your local R session.

Practice

Exercise 1

*# preamble*

gen\_data = **function**() {

n = 50

x1 = runif(n)

x2 = runif(n)

x3 = runif(n)

x4 = runif(n)

x5 = x4 + rnorm(n, sd = 0.05)

x6 = runif(n)

y = x1 + x3 + x5 + rnorm(n)

data.frame(y, x1, x2, x3, x4, x5, x6)

}

*# starter*

quiz\_data

The above code block has access to a data frame stored in the variable quiz\_data. We will use y as the response, and the remaining variables as predictors. Calculate the partial correlation coefficient between y and x1 controlling for the effect of the remaining variables.

Exercise 2

*# preamble*

gen\_data = **function**() {

n = 50

x1 = runif(n)

x2 = runif(n)

x3 = runif(n)

x4 = runif(n)

x5 = x4 + rnorm(n, sd = 0.05)

x6 = runif(n)

y = x1 + x3 + x5 + rnorm(n)

data.frame(y, x1, x2, x3, x4, x5, x6)

}

set.seed(42)

quiz\_data = gen\_data()

*# starter*

quiz\_data

The above code block has access to a data frame stored in the variable quiz\_data. We will use y as the response. Fit an additive model using the remaining variables as predictors. Calculate the variance inflation factor of the regression coefficient for x5.

Exercise 3

*# preamble*

gen\_data = **function**() {

n = 50

x1 = runif(n)

x2 = runif(n)

x3 = runif(n)

x4 = runif(n)

x5 = x4 + rnorm(n, sd = 0.05)

x6 = runif(n)

y = x1 + x3 + x5 + rnorm(n)

data.frame(y, x1, x2, x3, x4, x5, x6)

}

set.seed(42)

quiz\_data = gen\_data()

*# starter*

quiz\_data

The above code block has access to a data frame stored in the variable quiz\_data. We will use y as the response. Fit two additive linear models:

* One with all possible predictors.
* One with x1, x2, and x3 as predictors.

Use AIC to compare these two models. Report the RSS of the preferred model.

Exercise 4

*# preamble*

gen\_data = **function**() {

n = 50

x1 = runif(n)

x2 = runif(n)

x3 = runif(n)

x4 = runif(n)

x5 = x4 + rnorm(n, sd = 0.05)

x6 = runif(n)

y = x1 + x3 + x5 + rnorm(n)

data.frame(y, x1, x2, x3, x4, x5, x6)

}

set.seed(42)

quiz\_data = gen\_data()

*# starter*

quiz\_data

The above code block has access to a data frame stored in the variable quiz\_data. We will use y as the response. Fit two additive linear models:

* One with x1, x2, and x4 as predictors.
* One with x3, x4, x5, and x6 as predictors.

Report the Adjusted R2R2 of the model with the better Adjusted R2R2.

Exercise 5

*# preamble*

gen\_data = **function**() {

n = 50

x1 = runif(n)

x2 = runif(n)

x3 = runif(n)

x4 = runif(n)

x5 = x4 + rnorm(n, sd = 0.05)

x6 = runif(n)

y = x1 + x3 + x5 + rnorm(n)

data.frame(y, x1, x2, x3, x4, x5, x6)

}

set.seed(42)

quiz\_data = gen\_data()

*# starter*

quiz\_data

The above code block has access to a data frame stored in the variable quiz\_data. We will use y as the response. Start with an additive model using the remaining variables as predictors, then perform variable selection using backwards AIC.

Report the LOOCV-RMSE of the chosen mode.

Graded

Exercise 1

For exercises 1 - 9, use the the built-in R dataset mtcars. Use mpg as the response variable. Do not modify any of the data. (An argument could be made for cyl, gear, and carb to be coerced to factors, but for simplicity, we will keep them numeric.)

*# starter*

mtcars

Fit an additive linear model with all available variables as predictors. What is the largest variance inflation factor? (Consider answering this question in a local R session and use an existing vif() function.)

Exercise 2

*# starter*

mtcars

What is the Adjusted R2R2 of the model fit in Exercise 1?

Exercise 3

*# starter*

mtcars

What is the LOOCV-RMSE of the model fit in Exercise 1?

Exercise 4

*# starter*

mtcars

Start with the model fit in Exercise 1 then perform variable selection using backwards AIC. Which of the following variables are selected? (Mark all that are selected.)

* cyl
* wt
* drat
* vs
* qsec
* carb
* am

Exercise 5

*# starter*

mtcars

What is the LOOCV-RMSE of the model found via selection in Exercise 4?

Exercise 6

*# starter*

mtcars

What is the largest variance inflation factor of the model found via selection in Exercise 4?

Exercise 7

Based on the previous exercises, which of the following is true? (We will refer to the model in Exercise 1 as the “full model” and the model found in Exercise 4 as the “selected model.”)

* The selected model is better for predicting, but has collinearity issues.
* The full model is better for predicting, but has collinearity issues.
* The selected model is better for predicting and does not have collinearity issues.
* The full model is better for predicting and does not have collinearity issues.

Exercise 8

*# starter*

mtcars

Perform variable selection using BIC and a forward search. Begin the search with no predictors. The largest allowable model should be an additive model using all possible predictors.

Which of the following variables are selected? (Mark all that are selected.)

* wt
* drat
* cyl
* vs
* qsec
* carb
* am

Exercise 9

*# starter*

mtcars

What is the LOOCV-RMSE of the model found via selection in Exercise 8?

Exercise 10

*# starter*

LifeCycleSavings

For exercises 10 - 15, use the the built-in R dataset LifeCycleSavings. Use sr as the response variable.

Calculate the partial correlation coefficient between sr and ddpi controlling for the effect of the remaining variables.

Exercise 11

*# starter*

LifeCycleSavings

Fit a model with all available predictors as well as their two-way interactions. What is the Adjusted R2R2 of this model?

Exercise 12

*# starter*

LifeCycleSavings

Start with the model fit in Exercise 11 then perform variable selection using backwards BIC. Which of the following variables are selected? (Mark all that are selected.)

* pop15:pop75
* pop15:dpi
* pop15:ddpi
* pop75:dpi
* pop75:ddpi
* dpi:ddpi

Exercise 13

*# starter*

LifeCycleSavings

Start with the model fit in Exercise 11 then perform variable selection using backwards AIC. Which of the following variables are selected? (Mark all that are selected.)

* pop15:pop75
* pop15:dpi
* pop15:ddpi
* pop75:dpi
* pop75:ddpi
* dpi:ddpi

Exercise 14

*# starter*

LifeCycleSavings

Consider the model in Exercise 11, the model found in Exercise 13, and an additive model with all possible predictors. Based of LOOCV-RMSE, which of these models is best? Report the LOOCV-RMSE of the model you choose.

Exercise 15

*# starter*

LifeCycleSavings

Consider the model in Exercise 11, the model found in Exercise 13, and an additive model with all possible predictors. Based of Adjusted R2R2, which of these models is best? Report the Adjusted R2R2 of the model you choose.

Week 10 Quiz Material

When copy and pasting from a code block, or from your local R session, be sure to include all available digits for any numeric answer. It would be best to copy and paste values that were returned using printing methods that do not round results. (Notably the direct output from calling summary().) Also, do not modify the default digits option in the code blocks or your local R session.

Practice

Exercise 1

*# preamble*

*# starter*

Consider a categorical response YY which takes possible values 00 and 11 as well as two numerical predictors X1X1 and X2X2. Recall that

p(x)=P[Y=1∣X=x]p(x)=P[Y=1∣X=x]

Consider the model

log(p(x)1−p(x))=β0+β1x1+β2x2log⁡(p(x)1−p(x))=β0+β1x1+β2x2

together with parameters

* β0=2β0=2
* β1=−1β1=−1
* β2=−1β2=−1

Calculate P[Y=1∣X1=1,X2=0]P[Y=1∣X1=1,X2=0].

Exercise 2

*# preamble*

make\_sim\_data = **function**(n = 100) {

x1 = rnorm(n = n)

x2 = rnorm(n = n, sd = 2)

x3 = rnorm(n = n, sd = 3)

x4 = rnorm(n = n)

x5 = rnorm(n = n)

x6 = rnorm(n = n)

x7 = rnorm(n = n)

eta = -1 + 0.75 \* x2 + 2.5 \* x6

p = 1 / (1 + exp(-eta))

y = rbinom(n = n, 1, prob = p)

data.frame(y, x1, x2, x3, x4, x5, x6, x7)

}

set.seed(1)

quiz\_data = make\_sim\_data()

*# starter*

quiz\_data

Recall that

p(x)=P[Y=1∣X=x]p(x)=P[Y=1∣X=x]

Use the data available in the above code chunk stored in quiz\_data to fit the model

log(p(x)1−p(x))=β0+β1x1+β2x2+β3x3+β4x4+β5x5+β6x6+β7x7.log⁡(p(x)1−p(x))=β0+β1x1+β2x2+β3x3+β4x4+β5x5+β6x6+β7x7.

Report the value of the estimate for β2β2.

Exercise 3

*# preamble*

make\_sim\_data = **function**(n = 100) {

x1 = rnorm(n = n)

x2 = rnorm(n = n, sd = 2)

x3 = rnorm(n = n, sd = 3)

x4 = rnorm(n = n)

x5 = rnorm(n = n)

x6 = rnorm(n = n)

x7 = rnorm(n = n)

eta = -1 + 0.75 \* x2 + 2.5 \* x6

p = 1 / (1 + exp(-eta))

y = rbinom(n = n, 1, prob = p)

data.frame(y, x1, x2, x3, x4, x5, x6, x7)

}

set.seed(1)

quiz\_data = make\_sim\_data()

*# starter*

quiz\_data

Use the data available in the above code chunk stored in quiz\_data to fit the model

log(p(x)1−p(x))=β0+β1x1+β2x2+β3x3+β4x4+β5x5+β6x6+β7x7.log⁡(p(x)1−p(x))=β0+β1x1+β2x2+β3x3+β4x4+β5x5+β6x6+β7x7.

Use a Wald test to test H0:β3=0H0:β3=0 versus H1:β3≠0H1:β3≠0. Report the p-value of this test.

Exercise 4

*# preamble*

make\_sim\_data = **function**(n = 100) {

x1 = rnorm(n = n)

x2 = rnorm(n = n, sd = 2)

x3 = rnorm(n = n, sd = 3)

x4 = rnorm(n = n)

x5 = rnorm(n = n)

x6 = rnorm(n = n)

x7 = rnorm(n = n)

eta = -1 + 0.75 \* x2 + 2.5 \* x6

p = 1 / (1 + exp(-eta))

y = rbinom(n = n, 1, prob = p)

data.frame(y, x1, x2, x3, x4, x5, x6, x7)

}

set.seed(1)

quiz\_data = make\_sim\_data()

*# starter*

quiz\_data

Use the data available in the above code chunk stored in quiz\_data to fit the model

log(p(x)1−p(x))=β0+β1x1+β2x2+β3x3+β4x4+β5x5+β6x6+β7x7.log⁡(p(x)1−p(x))=β0+β1x1+β2x2+β3x3+β4x4+β5x5+β6x6+β7x7.

Using this as an initial model, use BIC and a backwards stepwise procedure to select a reduced model. Use likelihood ratio test to compare the initial model and the selected model. Report the p-value of this test.

Exercise 5

*# preamble*

make\_sim\_data = **function**(n = 100) {

x1 = rnorm(n = n)

x2 = rnorm(n = n, sd = 2)

x3 = rnorm(n = n, sd = 3)

x4 = rnorm(n = n)

x5 = rnorm(n = n)

x6 = rnorm(n = n)

x7 = rnorm(n = n)

eta = -1 + 0.75 \* x2 + 2.5 \* x6

p = 1 / (1 + exp(-eta))

y = rbinom(n = n, 1, prob = p)

data.frame(y, x1, x2, x3, x4, x5, x6, x7)

}

set.seed(1)

quiz\_data = make\_sim\_data()

*# starter*

quiz\_data

*# fit the model here*

set.seed(1)

*# calculate the metric here*

Use the data available in the above code chunk stored in quiz\_data to fit the model

log(p(x)1−p(x))=β0+β1x1+β2x2+β3x3+β4x4+β5x5+β6x6+β7x7.log⁡(p(x)1−p(x))=β0+β1x1+β2x2+β3x3+β4x4+β5x5+β6x6+β7x7.

Calculate the 5-fold cross-validation misclassification rate when using this model as a classifier that seeks to minimize the misclassification rate. Since the data will be split randomly, use the seed provided after fitting the model. Also, use the relevant function from the boot package to ensure your calculation uses the same splits for grading purposes. (Even with the same seed, the splits could be done differently.)

Graded

Exercise 1

*# preamble*

*# starter*

Consider a categorical response YY which takes possible values 00 and 11 as well as three numerical predictors X1X1, X2X2, and X3X3. Recall that

p(x)=P[Y=1∣X=x]p(x)=P[Y=1∣X=x]

Consider the model

log(p(x)1−p(x))=β0+β1x1+β2x2+β3x3log⁡(p(x)1−p(x))=β0+β1x1+β2x2+β3x3

together with parameters

* β0=−3β0=−3
* β1=1β1=1
* β2=2β2=2
* β2=3β2=3

Calculate P[Y=0∣X1=−1,X2=0.5,X2=0.25]P[Y=0∣X1=−1,X2=0.5,X2=0.25].

Exercise 2

*# preamble*

*# starter*

For Exercises 2 - 7, use the built-in R dataset mtcars. We will use this dataset to attempt to predict whether or not a car has a manual transmission.

Recall that

p(x)=P[Y=1∣X=x]p(x)=P[Y=1∣X=x]

Fit the model

log(p(x)1−p(x))=β0+β1x1+β2x2+β3x3log⁡(p(x)1−p(x))=β0+β1x1+β2x2+β3x3

where

* YY is am
* x1x1 is mpg
* x2x2 is hp
* x3x3 is qsec

Report the value of the estimate for β3β3.

Exercise 3

*# preamble*

*# starter*

Using the model fit in Exercise 2, estimate the change in log-odds that a car has a manual transmission for an increase in fuel efficiency of one mile per gallon.

Exercise 4

*# preamble*

*# starter*

Using the model fit in Exercise 2, estimate the log-odds that a car has a manual transmission for a car with a fuel efficiency of 19 miles per gallon, 150 horsepower, and a quarter mile time of 19 seconds.

Exercise 5

*# preamble*

*# starter*

Using the model fit in Exercise 2, estimate the probability that a car with a fuel efficiency of 22 miles per gallon, 123 horsepower, and a quarter mile time of 18 seconds has a manual transmission.

Exercise 6

*# preamble*

*# starter*

Use a likeliood ratio test to test

H0:β1=β2=β3=0H0:β1=β2=β3=0

for the model fit in Exercise 2. Report the test statistic of this test.

Exercise 7

*# preamble*

*# starter*

Recall that

p(x)=P[Y=1∣X=x]p(x)=P[Y=1∣X=x]

Fit the model

log(p(x)1−p(x))=β0+β1x1+β2x2+β3x3log⁡(p(x)1−p(x))=β0+β1x1+β2x2+β3x3

where

* YY is am
* x1x1 is mpg
* x2x2 is hp
* x3x3 is qsec

Use a Wald test to test H0:β2=0H0:β2=0 versus H1:β2≠0H1:β2≠0. Report the p-value of this test.

Exercise 8

*# preamble*

*# starter*

**library**(MASS)

For Exercises 8 - 15, we will use two related diabetes datasets about the [Pima Native Americans](https://en.wikipedia.org/wiki/Pima_people) from the MASS package; Pima.tr and Pima.te. For details, use ?MASS::Pima.tr. They are essentially a train (Pima.tr) and test (Pima.te) dataset that are pre-split.

Recall that

p(x)=P[Y=1∣X=x]p(x)=P[Y=1∣X=x]

Use to training data to fit the model

log(p(x)1−p(x))=β0+β1x1+β2x2+β3x21+β4x22+β5x1x2log⁡(p(x)1−p(x))=β0+β1x1+β2x2+β3x12+β4x22+β5x1x2

where

* YY is a binary categorical variable that takes the value 11 when an individual is diabetic according to WHO criteria, 00 if not
* x1x1 is glu
* x2x2 is ped

Report the estimate of β4β4.

Hint: You do not need to create a response variable with values 11 and 00, instead you can use the factor variable type.

Exercise 9

*# preamble*

*# starter*

**library**(MASS)

Use the model fit in Exercise 8 to obtain a predicted probability of diabetes for each of the individuals in the test dataset (Pima.te). What proportion of these probabilities are larger than 0.80?

Exercise 10

*# preamble*

*# starter*

**library**(MASS)

Fit an additive logistic regression to model the probability of diabetes using the train dataset, Pima.tr, which uses all available predictors in the dataset. Using this as an initial model, use AIC and a backwards stepwise procedure to select a reduced model. How many predictors are used in this reduced model?

Exercise 11

*# preamble*

*# starter*

**library**(MASS)

Fit a logistic regression to model the probability of diabetes using the train dataset, Pima.tr, which uses all available predictors in the dataset as well as all possible two-way interactions. Using this as an initial model, use AIC and a backwards stepwise procedure to select a reduced model. What is the deviance of this reduced model?

Exercise 12

*# preamble*

*# starter*

**library**(MASS)

**library**(boot)

*# fit the models here*

set.seed(42)

*# get cross-validated results for the polynomial model here*

set.seed(42)

*# get cross-validated results for the additive model here*

set.seed(42)

*# get cross-validated results for the model selected from additive model here*

set.seed(42)

*# get cross-validated results for the interaction model here*

set.seed(42)

*# get cross-validated results for the model selected from interaction model here*

Obtain 5-fold cross-validated misclassification rates for each of the previous 5 models used as classifiers that seek to minimize the misclassification rate. (The models from Exercises 8, 10, and 11) Since the data will be split randomly, use the seeds provided to obtain the cross-validated results after fitting the models. Also, use the relevant cross-validation function from the boot package to ensure your calculation uses the same splits for grading purposes. (Even with the same seed, the splits could be done differently.)

Report the best cross-validated misclassification rate of these five.

Exercise 13

*# preamble*

*# starter*

**library**(MASS)

Using the additive model previously fit to the training dataset, create a classifier that seeks to minimize the misclassification rate. Report the misclassification rate or this classifier in the test dataest.

Exercise 14

*# preamble*

*# starter*

**library**(MASS)

Using the additive model previously fit to the training dataset, create a classifier that seeks to minimize the misclassification rate. Report the sensitivity of this classifier in the test dataset.

Exercise 15

*# preamble*

*# starter*

**library**(MASS)

Using the additive model previously fit to the training dataset, create a classifier that classifies an individual as diabetic if their predicted probability of diabetes is greater than 0.30.3. Report the sensitivity of this classifier in the test dataset.