Proposed strategy 1

The model used till now was the n -gram approach.

One approach which can be implemented is the Markov model.

If a document is given, each word can be bifurcated as a Markov chain of letters.

When the entire document is taken into account as one complete set of Markov chains, the set of starting and transitional probabilities can be calculated and referred to as a Markov Model for that particular language.

This proposed model in our research project which will not only identify the languages with a lower error rate, but will also result in faster identification speed as compared to N-gram model.

The occurrences of letters in a word can be regarded as a stochastic process and hence the word can be represented as a Markov chain where letters are states. The occurrence of the first letter in the word is characterized by the initial probability of the Markov chain and the occurrence of the other letter given the occurrence of its previous letter is characterized by the transition probability.

**Updated Strategy 1:**

In order to define an HMM completely, following elements are needed.

* The number of states of the model, *N*.
* The number of observation symbols in the alphabet, *M*. If the observations are continuous then *M* is infinite.
* A set of state transition probabilities ![tex2html_wrap_inline2612](data:image/gif;base64,R0lGODlhSQAcAIAAAAAAAP///yH5BAEAAAEALAAAAABJABwAAAKXjI+pywnf4nlAQonXzba2zXFeaH0gWaLRqFBqxr4OU51yq7lk7NgGBQSmJh7fSkOkBZcmxAYEbcVYxpcu+es5cyMq7/bzhlVR5zewZH7M4cvzS5WCaWxIt4vGtYnC+ZbfV5Nlc+Y31ME2Y4hSOIOntxhSlYjGMxkpxzh1iZmJIUjZKVo5Wmp6ipqqusra6voKGys7S7tQAAA7) .
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where ![tex2html_wrap_inline2616](data:image/gif;base64,R0lGODlhDAARAIAAAAAAAP///yH5BAEAAAEALAAAAAAMABEAAAIijAGRxnjboGNKxvpaxqi7eTzdRYHgpqRktXjUC8fyTNdxAQA7) denotes the current state.  
Transition probabilities should satisfy the normal stochastic constraints,
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and
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Following stochastic constraints must be satisfied.

![displaymath2632](data:image/gif;base64,R0lGODlhggETAIAAAAAAAP///yH5BAEAAAEALAAAAACCARMAAAL+jI+py+0Po5wQPEuz3rz7D4biSJZmA6TYhahJerriWsKjSuMhvdu1/AKehkSKz3EMJJW81vJieRqFEqpCurBej02NLqM1YJFj5rZbTKuDleayHN4eytUpmhNvmec3OxRMF3W2Rlg4d3cY1BXImAiCyEZCxwcEaTTBaOlUx7Vn+FkUheiGwaWZ5zlZEYG6SabJl9rXdloK2UqZ4wnKKwmDRaqUCit256PK8oopyID7UiwmCUX8u+tEHH1s3cv9YdMZew09XiV1jI3ySr1djDzugp7c7Mxkm0Vv9k3ezd/xrRvu0CJYec7toDVFGaZN8ZAgZDWJnj1h7PpZZOUoC5vDN5ZaGXy0rBzEOgJrhCRT8R7GfPsuulwpIwmPX8xaKhJpcwM2jwThzGzocJkxURQfzmuX8aXSoNoAJqqWNBLOfECjARp1NZ3UnAuzyoFaDk2OFe6W9vsizJQrIebi0UR6FS1JlV7mqRUXF1/RtWX3CizVTq9ZpXdX+pr5su+swYwbX3QzNdRjrmqqOr6M2QNHw/dweAZDxLNoRWNEf/YW2rTga6ozu/a3qA0hy4e70X6NOzclrbx1+/4NPPhI4cSL9yoAADs=)

and

![displaymath2634](data:image/gif;base64,R0lGODlhXAExAIAAAAAAAP///yH5BAEAAAEALAAAAABcATEAAAL+jI+py+0Po5y0JoAVBrb7D4biSJbmiY4bsqbuC8fyTNdgG+D2zvf+D4RtOAZd8IhMKpczTiaXIzKn1Kr1enA6i9iu9wsWcrXhsvmMbhCfz7T7DWe2MsO4/Y7P6/f8vv8PGCg4SFhoeIh4N7TIuJj4CAlU9zAZaXkpY6QmhdnpSVJJyekxqvF5OhjqMKqqxtJWVKpyIqtSS6rTiioJW9G7eVH6+6HbUbw6/DqhqQF7u/vDHJEc3GxNi71MbbydFcUCLSctOs063G3xbKxNqw6O4x6+M776XV9tH5tdEk+PvxnPW76A8mr4a0bGVbWE+YI12kZQgrqDWbYwoHhBH5T+gkuOLWDDCpxDjQ1fPaQWcRoydN6Sefy4hg5HcRFBZhRoEuY+UBAwkoRZU1nKmTF8bix5syJSlhSGUmJXLqrKik6JumAqEl5IoRZ/mjypkF9TdEz99cJqtejQmO9EKpWp1IS5G+kg+kJ5LS0vbs4aOovJCe3KSUZjOWoKLN3FXFX1gmqc2Ou9TB0hO+6ClaAwiZYlJmF7eU/mgL9YdvZ89aQ5eqpPh36BcfTHnq57fhb82ktrsLZvTcwNHMnuh1KDGzcznNHx5cybO38OPbr06dSrW0+B+7p2cVC3ez9Ss/b38euOIiOPnoeW9YeRpn+PXTb8+anLiqePf6MU4pIK8/svT9ZL/zlQAAA7)

If the observations are continuous then we will have to use a continuous probability density function, instead of a set of discrete probabilities. In this case we specify the parameters of the probability density function. Usually the probability density is approximated by a weighted sum of *M* Gaussian distributions ![tex2html_wrap_inline2638](data:image/gif;base64,R0lGODlhEgAPAIAAAAAAAP///yH5BAEAAAEALAAAAAASAA8AAAIqjI8ZAOrGWmKKOnvwjEje5S2PqIUT2I0NJz7Wq2aSKct02mkQa1c65CgAADs=) ,
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where,
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and
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  where,
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Therefore we can use the compact notation
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to denote an HMM with discrete probability distributions, while

![displaymath2658](data:image/gif;base64,R0lGODlhXQETAIAAAAAAAP///yH5BAEAAAEALAAAAABdARMAAAL+jI+py+0Po5y0Wguu3rz7H2TgSJYmBYimuqTn+6XyLMOPa+f6HuGl32LxhkFgyEhEEpdMkLLzNNSa1KMxqsNWt1yGFiNMTLvJsXT7JaupaZQj0z6+WLg46ioNQ2lm+/q/o5fHZyYGURiU96MyJuiBeDZC2OcIaDkEaTUp6MhYaaUYydHod5G5KKdXeskac2rqhaD19NnjswormyOiWtv66wTnO8Ep+4lry3urTKNZgaR8QOgs4aKEDJx9WNe7WawgNBsGZC2cPFgnzS19B85oHC16Uz4+rH1fTWd/CO6u7h8JDrwanoooehdKjryExtwhTHhLTDdQEvFZfKRPkj6CTzMoqptiLoRIhRwlTmIH8eFHk5tQpnQ5yCHDmRdrqlk1bFnAcCbf/IMYK9fLhUR72DwKaF/RoKF4jXz6s0FBoP00ZKSqCwzSrWT85MzITSVNQ85OkhXa0SxMYlzbclH69RlAqRuUZhVKzK7bvU5+QD1hrczfXXwLc8WWD/GzVzYKAAA7)

to denote one with continuous densities. .

During training one or more HMMs are created for each language L as shown in in for an excellent HMM tutorial).

The database, obtained from Riek, Mistretta and Morgan at Sanders [14], is a three language subset of a malespeech, five language Rome Laboratory (RL) database. The subset comprises the first session from each of three languages (Russian, German, and Chinese). From 15 to 20 read-speech messages per language are available, each spoken by a unique speaker. This database was processed in two ways: (1) using half of the messages for training and half for testing according to the Sanders convention and (2) using jackknifing. Some experiments also used an alternate form of training and testing: during training, one HMM was trained per speaker; during testing on message m from language L, the language of the message model (not including the model for message m) most likely to have produced the test speech was hypothesized. In this alternate mode, the system was actually finding the training speaker that matched the test speaker most closely? The third database employed was the 20 language CCITT database [7] first used for language ID by Sugiyama 161. male) are available. On average, each utterance is about eight seconds long. As these messages were recorded at language dependent sites, the 8 kHz, IRS filtered version of the database was used to insure uniform bandlimiting across languages. The CCITT database was processed us ing half of the messages for training and half for testing according to the Sugiyama convention.

Markov chains, named after [Andrey Markov](https://en.wikipedia.org/wiki/Andrey_Markov), are mathematical systems that hop from one "state" (a situation or set of values) to another. For example, if you made a Markov chain model of a baby's behavior, you might include "playing," "eating", "sleeping," and "crying" as states, which together with other behaviors could form a 'state space': a list of all possible states. In addition, on top of the state space, a Markov chain tells you the probabilitiy of hopping, or "transitioning," from one state to any other state---e.g., the chance that a baby currently playing will fall asleep in the next five minutes without crying first. We can minic this "stickyness" with a two-state Markov chain. When the Markov chain is in state "R", it has a 0.9 probability of staying put and a 0.1 chance of leaving for the "S" state. Likewise, "S" state has 0.9 probability of staying put and a 0.1 chance of transitioning to the "R" state.
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