Proposed strategy 1

The model used till now was the n -gram approach.

One approach which can be implemented is the Markov model.

If a document is given, each word can be bifurcated as a Markov chain of letters.

When the entire document is taken into account as one complete set of Markov chains, the set of starting and transitional probabilities can be calculated and referred to as a Markov Model for that particular language.

This proposed model in our research project which will not only identify the languages with a lower error rate, but will also result in faster identification speed as compared to N-gram model.

The occurrences of letters in a word can be regarded as a stochastic process and hence the word can be represented as a Markov chain where letters are states. The occurrence of the first letter in the word is characterized by the initial probability of the Markov chain and the occurrence of the other letter given the occurrence of its previous letter is characterized by the transition probability.

**Updated Strategy 1:**

In order to define an HMM completely, following elements are needed.

* The number of states of the model, *N*.
* The number of observation symbols in the alphabet, *M*. If the observations are continuous then *M* is infinite.
* A set of state transition probabilities ![tex2html_wrap_inline2612](data:image/gif;base64,R0lGODlhSQAcAIAAAAAAAP///yH5BAEAAAEALAAAAABJABwAAAKXjI+pywnf4nlAQonXzba2zXFeaH0gWaLRqFBqxr4OU51yq7lk7NgGBQSmJh7fSkOkBZcmxAYEbcVYxpcu+es5cyMq7/bzhlVR5zewZH7M4cvzS5WCaWxIt4vGtYnC+ZbfV5Nlc+Y31ME2Y4hSOIOntxhSlYjGMxkpxzh1iZmJIUjZKVo5Wmp6ipqqusra6voKGys7S7tQAAA7) .
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where ![tex2html_wrap_inline2616](data:image/gif;base64,R0lGODlhDAARAIAAAAAAAP///yH5BAEAAAEALAAAAAAMABEAAAIijAGRxnjboGNKxvpaxqi7eTzdRYHgpqRktXjUC8fyTNdxAQA7) denotes the current state.  
Transition probabilities should satisfy the normal stochastic constraints,
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and
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where ![tex2html_wrap_inline2626](data:image/gif;base64,R0lGODlhDwAQAIAAAAAAAP///yH5BAEAAAEALAAAAAAPABAAAAIjDBB5ybyKmosmPjUzdI3W32HHxY2jVHkoRK7WGoLwTNf2XRcAOw==) denotes the ![tex2html_wrap_inline2628](data:image/gif;base64,R0lGODlhFQAPAIAAAAAAAP///yH5BAEAAAEALAAAAAAVAA8AAAIzjI8ZAOrbDHsqysSszLHN7WiT9SHl15XH6aXg1W3tAskX1LqUqe7r7OPVNLuRJ/jKIAMFADs=) observation symbol in the alphabet, and ![tex2html_wrap_inline2630](data:image/gif;base64,R0lGODlhEAARAIAAAAAAAP///yH5BAEAAAEALAAAAAAQABEAAAImjAMJx6eWmouQNotsfJOt/IHVo4XQpGCY5Jmsg7zXKtf2jef6WwAAOw==) the current parameter vector.  
Following stochastic constraints must be satisfied.
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If the observations are continuous then we will have to use a continuous probability density function, instead of a set of discrete probabilities. In this case we specify the parameters of the probability density function. Usually the probability density is approximated by a weighted sum of *M* Gaussian distributions ![tex2html_wrap_inline2638](data:image/gif;base64,R0lGODlhEgAPAIAAAAAAAP///yH5BAEAAAEALAAAAAASAA8AAAIqjI8ZAOrGWmKKOnvwjEje5S2PqIUT2I0NJz7Wq2aSKct02mkQa1c65CgAADs=) ,

![displaymath2640](data:image/gif;base64,R0lGODlhfAEwAIAAAAAAAP///yH5BAEAAAEALAAAAAB8ATAAAAL+jI+py+0Po5y02ruAVhrgD4biSJbmiaZq2iHtCsfyTNf2Lb+Bjvf+DwwKh4eOx8AjKpfMplPp2ex2x6f1is1qK9EocgsOi8fQb5eMTqvXpKNUyo7L5/HXxkjP6/f8vv8PGCg4SFhoeIiYqLjIuGf0CPnYOEk5hvdwWam5+ZTUAAcEyjn6UzVhipKJiYqTxKr5Sroq+nlBa6LqEJvKSrs7Eyk5dCur++ty/JkM4hkk6ru8ktvsQ1ycsWwNoT1C3aPaGw0zLZ5TLsuNdJ6Qzux9c1bEsc7iutR+HV+LzY3/8R7Bny4qLjgwMPWGXsBnRRTOSiZwVAtt4dxUCXcwWET+gMrUhdA3hR22hhelWXOY0WJBdignJRQpD9nFN/NSaqSQa6HKmDipuMkwb2ZLCRzbwNGB8doqjyu/IJNJkCWwiFGB4tz5qmLDGqiGdiTJ9KnSgWGtqkPYhQdVW1TXHtwaEiZUn3B94sm5VG5CSXiDihVWdqxBuoHRCg1claXGcm5vHT0DDexbxWdpSj5ac6RUnnZKbpZMODFiwTFBeeEZ9nHmcQoxmyE5Ue7ZyXPvoFbtFPZq0HFxx6382XRS0kERJhYOODLrf5kgh7RMLhbySLdnorar+CZn67mBywQ3nDhRtON/ezWm4uVzi1m/zt6X2vNgW3Vdz19oXjyX++i0uacXdw53P6FEHlnxXTcaUfXJJ1Z5/um3TXjGMMjLKYxZt5c7ddF2F3UN0oddMJ9ZSCGE6PFX3n/RbHSegf388xEGQ7ml1GlmnWLSYiIq2CImEf5Gg23VmIjfFjpqVyQRfbFGI5GbHOmhk1JOSWWVVl6JZZZabslll15+mRGYYtbY45hmNnEHSHmdyWYekPQWZZNtzlkGVinSiSca0K1YZp5+TuXUaTuK9mehVqT53oRy0lkAADs=)

where,
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and
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  where,

![displaymath2654](data:image/gif;base64,R0lGODlhYQESAIAAAAAAAP///yH5BAEAAAEALAAAAABhARIAAAL+jI+py+0Po5y02suAxjxp0IXiSJbmiabqsa1Oa8AkeMriR8efy/f+X8kBWcJAkYOz7DLHxvIlaw6n1OrMmqlRniGu0yiUYsfkssfM0kpsHfb3KUbLhzjvDMSWbuLtI18ZYbfghiD4BZY2p1hVZ1jYmKSAR1PkR/kHBuk2eWbC53hGCJqFaLR4OsVZ2aQZ+dgCYxOL2WrnquMJRSgpeBt4iYcqDKSH+UuUyZtYeje4GwQxiuz0LPloOpy9sucCG7aKG97sYbw2Uc0MZU5Uru2+xTnNW+ssHkMuvlubF1yotqav34NRstq9OzjQHrpz8u5di2JQXSV8SJRsEhhNnzJXhByRXEoTkYkvbOwglvC1KiIkaPMMFjPZMebJkPUObbSngpXMnTytYPT4gsk1Hn56Gj3aY+ExajUzKb2QZxu9IFORWl1Uh+krmhhsXf0K9uDTFGPDNigAADs=)

Therefore we can use the compact notation
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to denote an HMM with discrete probability distributions, while
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to denote one with continuous densities. .

**Intro To Markov Models**

**1. Starter Sentence** | Definitely the best way to illustrate Markov models is through using an example. In this case we are going to use the same example that I was also presented when learning about Markov Models at [Make School](https://medium.com/@makeschool).

**2. Weighted Distributions** | Before we jump into Markov models we need to make sure we have a strong understanding of the **given starter sentence, weighted distributions,**and**histograms**.

**3. Special Additions** | Great! At this point you should be comfortable with the concept that our *sentence*consists of many **tokens** and **keys.** Additionally, you should understand the relationship between a **histogram**and **weighted distributions**.
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