# Practice M6: Prometheus and Grafana

The infrastructure for this practice should look like:

![](data:image/png;base64,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)

We will create all machines upfront

*Note that we can use either* ***.yml*** *or* ***.yaml****. It is good to stick with one of them. Please keep in mind that sometimes one or the other is the preferred extension and used by default. So, this may lead to the need to adjust the configuration of the particular solution.*
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Start the infrastructure with

**vagrant up**

### Start with Prometheus

Log on to the **node1** machine

**vagrant ssh node1**

Download **Prometheus** by executing the following

**wget https://github.com/prometheus/prometheus/releases/download/v2.42.0/prometheus-2.42.0.linux-amd64.tar.gz**

Then extract it

**tar xzvf prometheus-2.42.0.linux-amd64.tar.gz**

Enter the folder

**cd prometheus-2.42.0.linux-amd64**

Start **Prometheus** by executing the following

**./prometheus**

In a few seconds the server will be running and ready to serve

Open a browser tab and navigate to **http://192.168.99.101:9090/metrics**

Explore a bit the list of available metrics and their time series

You will notice the different prefixes – **go\_**, **net\_**, **prometheus\_**, **promhttp\_**, etc.

Each one of them applies for a set of time series for multiple metrics covering specific area. For example, the **go** **runtime**

Also, here you can see that all four types of metrics are utilized – **counter**, **gauge**, **histogram,** and **summary**

Check the values, for example, of the **promhttp\_** ones and refresh a few times. They will change

Open additional browser tab and navigate to **http://192.168.99.101:9090**

This should open the integrated web interface

Explore the tabs – **Alerts**, **Graph**, **Status**, **Help** and **Classic UI**

Pay particular attention to the options that are in the **Status** menu

And more specially to the **Command-Line Flags** and **Configuration** items

Once done, return to the terminal session and stop **Ptometheus** by pressing **Ctlr+C**

What will happen with the data? And where it is stored?

Don’t worry, the data will be there

It is stored in a sub-folder of the folder where we extracted **Prometheus**

Use the following command

**tree .**

And take a closer look at the **data** sub-folder hierarchy

In a while, when we start **Prometheus** again, it will continue to accumulate data on top what is already there

When on the command line, we can ask for the list of available options by executing the following

**./prometheus -h**

Explore the options

Check the two options - **--config.file** and **--web.enable-lifecycle**

Explore the file **prometheus.yml** (our current and default configuration, that we saw in the web interface)

Either copy the sample configuration file and modify it or create a new one with the following content

global:

  scrape\_interval: 20s

scrape\_configs:

  - job\_name: 'prometheus'

    static\_configs:

    - targets: ['node1:9090']

Stat it back again but this time with the following command

**./prometheus --config.file prometheus.yml --web.enable-lifecycle 2>> /tmp/prometheus.log &**

It will make it explicitly read the stated config file

At the same time, it will listen for restart signal sent via **HTTP** and will work in background mode

Finally, it will send all messages to a particular log file

Check in both browser tabs that everything is still okay

### Node Exporter

Now, go to the second machine (**node2**)

In another terminal session, execute:

**vagrant ssh node2**

Should we want to monitor machines, we must use node exporter (it works on **Linux**, **macOS**, and **BSD**)

One can be downloaded from here <https://prometheus.io/download/>

More information is available here <https://github.com/prometheus/node_exporter>

And more download artefacts, here <https://github.com/prometheus/node_exporter/releases>

For **Windows** based hosts, we must go here <https://github.com/prometheus-community/windows_exporter>

Download the node exporter by executing the following

**wget https://github.com/prometheus/node\_exporter/releases/download/v1.5.0/node\_exporter-1.5.0.linux-amd64.tar.gz**

Extract it

**tar xzvf node\_exporter-1.5.0.linux-amd64.tar.gz**

Navigate to the folder

**cd node\_exporter-1.5.0.linux-amd64/**

And start it (not in daemon mode)

**./node\_exporter**

Now, open a browser tab and navigate to **http://192.168.99.102:9100/metrics**

Again, we can see plenty of metrics grouped by categories – **go\_**, **node\_**, **process\_**, and **promhttp\_**

Explore a few. For example, **node\_uname\_info**, **node\_os\_info**, **node\_os\_version**, **node\_network\_info**, **node\_filesystem\_avail\_bytes**, **node\_cpu\_seconds\_total**, etc.

Repeat the same procedure on the third machine (**node3**)

In another terminal session, execute:

**vagrant ssh node3**

Download the node exporter by executing the following

**wget https://github.com/prometheus/node\_exporter/releases/download/v1.5.0/node\_exporter-1.5.0.linux-amd64.tar.gz**

Extract it

**tar xzvf node\_exporter-1.5.0.linux-amd64.tar.gz**

Navigate to the folder

**cd node\_exporter-1.5.0.linux-amd64/**

And start it (not in daemon mode)

**./node\_exporter**

Now, open a browser tab and navigate to **http://192.168.99.103:9100/metrics**

Again, we can see plenty of metrics grouped by categories – **go\_**, **node\_**, **process\_**, and **promhttp\_**

Explore a few. For example, **node\_uname\_info**, **node\_os\_info**, **node\_os\_version**, **node\_network\_info**, **node\_filesystem\_avail\_bytes**, **node\_cpu\_seconds\_total**, etc.

Besides the values, the set of metrics is the same (as the exporter and type of OS are the same)

Return on the first machine (**node1**)

Now, let’s extend our configuration to include the two stations

Change the **prometheus.yml** file to match the following

global:

  scrape\_interval: 20s

scrape\_configs:

  - job\_name: 'prometheus'

    static\_configs:

    - targets: ['node1:9090']

  - job\_name: 'debian'

    static\_configs:

    - targets: ['node2:9100']

  - job\_name: 'centos'

    static\_configs:

    - targets: ['node3:9100']

We could have included them as a single job, but we want them this way instead

Before we attempt a restart of **Prometheus**, let’s first check the configuration

**./promtool check config prometheus.yml**

Everything seems to be fine

Before, we reload, return to the web interface to check that there is still the old configuration

We can also check on the **/metrics** endpoint and look for the following metric

**prometheus\_config\_last\_reload\_success\_timestamp\_seconds**

*Note the value (you may convert it here* [*https://www.epochconverter.com/*](https://www.epochconverter.com/)*)*

Now, as we used the **--web.enable-lifecycle flag**, we can restart it by executing this command

**curl -X POST http://192.168.99.101:9090/-/reload**

Check on the **/metrics** endpoint again and look for the following metric

**prometheus\_config\_last\_reload\_success\_timestamp\_seconds**

*Note the value. It is different*

Now, return to the web interface to check that there is the new configuration

Explore the **Status** > **Service Discovery** and **Status** > **Targets** options in the menu

Then go to **Graph** and try with a few of the metrics we explored before

For example, **node\_uname\_info**, **node\_os\_info**, **node\_os\_version**, **node\_cpu\_seconds\_total**, etc.

### Custom Application

#### Start the app on node2

Now, let’s add a container application on the second node (**node2**)

It is with integrated **Prometheus** client library and exposes a set of metrics

First, we can stop the node exporter by pressing **Ctrl+C**

And then starting it back again but in background mode

**./node\_exporter &> /tmp/node-exporter.log &**

We are ready to start the application. Execute

**docker container run -d --name worker1 -p 8081:8080 shekeriev/goprom**

Check that the application is working

**docker container ls**

*If we do not want to use* ***Docker*** *for this, we can start it as a local process*

*Should we want to do this, we can use the files (source or binary ones) in the archive accompanying this document*

Now, open a browser tab and navigate to **http://192.168.99.102:8081/metrics**

There is not much to see here

Try to open the following URL **http://192.168.99.102:8081/**

Now return to the **/metrics** tab and refresh a few times

Aha, here are our application’s metrics

**There are counters, histogram,** and a **gauge**

Let’s start the **runner.sh script** (also part of the lecture’s files) to automate the application’s workload

**/vagrant/goprom/runner.sh http://192.168.99.102:8081**

Return to the **/metrics** tab and refresh a few times

We will start to see some slow requests and perhaps, some requests that led to errors

Stop the runner.sh script with **Ctrl+C** and re-run it as background job

**/vagrant/goprom/runner.sh http://192.168.99.102:8081 &> /tmp/runner8081.log &**

#### Start the app on node3

Repeat (almost) the same procedure on the third node (**node3**)

First, we can stop the node exporter by pressing **Ctrl+C**

And then starting it back again but in background mode

**./node\_exporter &> /tmp/node-exporter.log &**

We are ready to start the application. Execute

**docker container run -d --name worker1 -p 8081:8080 shekeriev/goprom**

Check that the application is working

**docker container ls**

Now, open a browser tab and navigate to **http://192.168.99.103:8081/metrics**

And then open the following URL **http://192.168.99.103:8081/**

Now return to the **/metrics** tab and refresh a few times

Let’s start the **runner.sh script** as background job

**/vagrant/goprom/runner.sh http://192.168.99.103:8081 &> /tmp/runner8081.log &**

Return to the **/metrics** tab and refresh a few times

We will start to see some slow requests and perhaps, some requests that led to errors

#### Change Prometheus configuration

Now, we can include both instances of the application in **Prometheus**

Return on the first machine (**node1**)

Change the configuration to match this

global:

  scrape\_interval: 20s

scrape\_configs:

  - job\_name: 'prometheus'

    static\_configs:

    - targets: ['node1:9090']

  - job\_name: 'debian'

    static\_configs:

    - targets: ['node2:9100']

  - job\_name: 'centos'

    static\_configs:

    - targets: ['node3:9100']

  - job\_name: 'application'

    static\_configs:

    - targets: ['node2:8081']

    - targets: ['node3:8081']

This time, instead of two additional jobs, we add one with two instances

Check the configuration

**./promtool check config prometheus.yml**

And signal **Prometheus** to restart

**curl -X POST http://192.168.99.101:9090/-/reload**

Now, return to the web interface to check that there is the new configuration

Explore the **Status** > **Service Discovery** and **Status** > **Targets** options in the menu

We can see our new job with its two instances

Then go to **Graph** and try with few of the application metrics

For example, check **http\_requests\_total**, **jobs\_processed\_total**, and **jobs\_active**

For each one of them test both the **Table** and **Graph** view

Now, return to the **Status** > **Targets** option in the menu

Both application instances are up

Switch to the terminal that is connected to **node3**

Stop the application by executing this

**docker container rm --force worker1**

Now, return to **Prometheus** UI and check what will happen

The second instance (**node3:8081**) is shown as **DOWN**

Wait for at least 60 seconds and meanwhile check the metrics again

Go to **Graph** and check **http\_requests\_total**, **jobs\_processed\_total**, and **jobs\_active**

You will notice that only data for the first instance (**node2:8081**) is returned

Switch to the terminal that is connected to **node3**

Start the application again by executing this

**docker container run -d --name worker1 -p 8081:8080 shekeriev/goprom**

Return to **Prometheus** UI and check what will happen

The second instance should appear as **UP** and data for its metrics should be shown

### File-based Discovery

Let’s do one more configuration change (for now)

Instead of storing the target statically in the main configuration file, we can use external files and reference them instead

Create an **application.json** file with the following content

[

  {

    "targets": [ "node2:8081" ]

  }

]

Now, adjust the main configuration file (**prometheus.yml**) to match the following

global:

  scrape\_interval: 20s

scrape\_configs:

  - job\_name: 'prometheus'

    static\_configs:

    - targets: ['node1:9090']

  - job\_name: 'debian'

    static\_configs:

    - targets: ['node2:9100']

  - job\_name: 'centos'

    static\_configs:

    - targets: ['node3:9100']

  - job\_name: 'application'

    file\_sd\_configs:

    - files:

      - 'application.json'

This time, instead of hardcoding the application job’s targets, we are reading them from a file

In fact, we are reading just one target (for now)

Check the configuration

**./promtool check config prometheus.yml**

And signal **Prometheus** to reload the configuration

**curl -X POST http://192.168.99.101:9090/-/reload**

Now, return to the web interface to check that there is the new configuration

Explore the **Status** > **Service Discovery** and **Status** > **Targets** options in the menu

We can see our new job with its single instance

Now, return to the terminal and adjust the **application.json** file to include the second instance as well

[

  {

    "targets": [ "node2:8081" ]

  },

  {

    "targets": [ "node3:8081" ]

  }

]

The following is an alternative version of the above

[

  {

    "targets": [ "node2:8081", "node3:8081" ]

  }

]

Now, return to the web interface to check that there is the new configuration

Explore the **Status** > **Service Discovery** and **Status** > **Targets** options in the menu

We should see our application job with its two instances without the need to restart **Prometheus**
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### Labels and Metrics Manipulation

#### Drop Metrics

Let’s first return to one of the nodes’ metrics

Navigate to **http://192.168.99.102:9100/metrics**

There are plenty of metrics related to the **Go** runtime

We do not want these

Return on the **Prometheus** node

Change the main configuration file to match this

global:

  scrape\_interval: 20s

scrape\_configs:

  - job\_name: 'prometheus'

    static\_configs:

    - targets: ['node1:9090']

  - job\_name: 'debian'

    static\_configs:

    - targets: ['node2:9100']

    metric\_relabel\_configs:

      - source\_labels: [\_\_name\_\_]

        regex: 'go\_.\*'

        action: drop

  - job\_name: 'centos'

    static\_configs:

    - targets: ['node3:9100']

  - job\_name: 'application'

    file\_sd\_configs:

    - files:

      - 'application.json'

Check the configuration

**./promtool check config prometheus.yml**

And signal **Prometheus** to reload the configuration

**curl -X POST http://192.168.99.101:9090/-/reload**

Now, first navigate to **http://192.168.99.102:9100/metrics** to see if they are still there

Yes, they are. The exporter still produces them

Now, return to the web interface to check that there is the new configuration

Explore the **Status** > **Service Discovery** and **Status** > **Targets** options in the menu

No changes here

Switch to **Graph** and look for some of the **go\_** metrics

For example, check **go\_gc\_duration\_seconds**

We can see that no data is returned for **node2**

This is what we expected

If we switch from **Table** to **Graph** view, we will see that there is data but up to a certain point in time

We can change the configuration file to remove **Go** related metrics from all the nodes

global:

  scrape\_interval: 20s

scrape\_configs:

  - job\_name: 'prometheus'

    static\_configs:

    - targets: ['node1:9090']

    metric\_relabel\_configs:

      - source\_labels: [\_\_name\_\_]

        regex: 'go\_.\*'

        action: drop

  - job\_name: 'debian'

    static\_configs:

    - targets: ['node2:9100']

    metric\_relabel\_configs:

      - source\_labels: [\_\_name\_\_]

        regex: 'go\_.\*'

        action: drop

  - job\_name: 'centos'

    static\_configs:

    - targets: ['node3:9100']

    metric\_relabel\_configs:

      - source\_labels: [\_\_name\_\_]

        regex: 'go\_.\*'

        action: drop

  - job\_name: 'application'

    file\_sd\_configs:

    - files:

      - 'application.json'

Then check and apply the changes

**./promtool check config prometheus.yml**

And signal **Prometheus** to reload the configuration

**curl -X POST http://192.168.99.101:9090/-/reload**

Return to the web interface to check that there is the new configuration

Switch to **Graph** and look for some of the **go\_** metrics

For example, check **go\_gc\_duration\_seconds**

Refresh a few times

After a while an empty result set will be returned as **Prometheus** is ignoring this metric for all our nodes

This is what we expected

#### Add Target Labels

We can add target labels as well. Let’s add a few

For example, we will assign a label named **role** to each one of the targets (only for the nodes for now)

Change the configuration to match this

global:

  scrape\_interval: 20s

scrape\_configs:

  - job\_name: 'prometheus'

    static\_configs:

    - targets: ['node1:9090']

      labels:

        role: main

    metric\_relabel\_configs:

      - source\_labels: [\_\_name\_\_]

        regex: 'go\_.\*'

        action: drop

  - job\_name: 'debian'

    static\_configs:

    - targets: ['node2:9100']

      labels:

        role: node

    metric\_relabel\_configs:

      - source\_labels: [\_\_name\_\_]

        regex: 'go\_.\*'

        action: drop

  - job\_name: 'centos'

    static\_configs:

    - targets: ['node3:9100']

      labels:

        role: node

    metric\_relabel\_configs:

      - source\_labels: [\_\_name\_\_]

        regex: 'go\_.\*'

        action: drop

  - job\_name: 'application'

    file\_sd\_configs:

    - files:

      - 'application.json'

Then check and apply the changes

**./promtool check config prometheus.yml**

And signal **Prometheus** to reload the configuration

**curl -X POST http://192.168.99.101:9090/-/reload**

Return to the web interface (**Status** > **Targets**) to check that the changes are reflected

Now, also change the **application.json** file to match this

[

  {

    "targets": [ "node2:8081" ],

      "labels": {

        "role": "container"

      }

  },

  {

    "targets": [ "node3:8081" ],

      "labels": {

        "role": "cont"

    }

  }

]

Yes, it is not a mistake. It is on purpose that the two have different values for the role

Return to the web interface (**Status** > **Targets**) to check that the changes are reflected

All our targets have the new label

Now, we can use it to filter them

Enter **main**, then **node**, and finally **cont** to see what will happen

Obviously, the **node** value doesn’t lead to filtering, as it is seen in other places beside the label value

#### Change (Relabel) Labels

We can change label values for example to consolidate the data

In our case, we will imagine for a moment that we do not have any other option to influence the role label values of the applications beside changing them in the configuration (not the **application.json** file where we declared them)

Add the following block to the end of the **prometheus.yml** file

    relabel\_configs:

      - source\_labels: [role]

        regex: cont

        target\_label: role

        replacement: container

Then check and apply the changes

**./promtool check config prometheus.yml**

And signal **Prometheus** to reload the configuration

**curl -X POST http://192.168.99.101:9090/-/reload**

Return to the web interface (**Status** > **Targets**) to check that the changes are reflected

Refresh a few times

Now, our targets are with aligned (consolidated) labels

#### Remove a Label from a Metric

Return to the UI (**Graph**) and check this metric - **node\_filesystem\_avail\_bytes**

There appears to be a **mountpoint** label

Let’s imagine that we want to remove it

Return on **Prometheus** machine

Open the configuration file (**prometheus.yml**) and add the following **source\_labels** block as second relabel configuration both for **node2** and **node3**

      - source\_labels: [\_\_name\_\_, mountpoint]

        regex: 'node\_filesystem\_avail\_bytes;.\*'

        action: replace

        replacement: ""

        target\_label: mountpoint

Then check and apply the changes

**./promtool check config prometheus.yml**

And signal **Prometheus** to reload the configuration

**curl -X POST http://192.168.99.101:9090/-/reload**

Return to the web interface (**Graph**)

Check again the **node\_filesystem\_avail\_bytes** metric

Refresh a few times and will notice that the list of time series shrinks as the mountpoint label is no longer used

Even more complicated manipulations could be made but they are outside our scope

### PromQL

It is time to do try a few queries and functions

#### Preparation

Go to **node2** and start one more container

**docker container run -d --name worker2 -p 8082:8080 shekeriev/goprom**

And a **runner.sh** script

**/vagrant/goprom/runner.sh http://192.168.99.102:8082 &> /tmp/runner8082.log &**

Go to **node3** and do the same – first the container

**docker container run -d --name worker2 -p 8082:8080 shekeriev/goprom**

And a **runner.sh** script

**/vagrant/goprom/runner.sh http://192.168.99.103:8082 &> /tmp/runner8082.log &**

Now, return to **node1** and change the **application.json** file by adding these two targets

  {

    "targets": [ "node2:8082" ],

      "labels": {

        "role": "secondary"

      }

  },

  {

    "targets": [ "node3:8082" ],

      "labels": {

        "role": "secondary"

      }

  }

Save and close the file

Check in the web UI if the changes are reflected

#### Experimenting

Return to the web interface (**Graph**)

First, did you know that you can click on the button before the Execute button to see a list of all metrics?

No. Okay, now you know it 😉

Click the button to see the full list

##### Gauge

Select the **jobs\_active** metric and click **Execute**

We will see all for sets of data for the four application instances

Should we want to filter them and select particular one, we can add a selector

For example, let’s imagine that we want to see only data for the **secondary** containers

Modify the formula to

**jobs\_active{role="secondary"}**

It works 😉

What if we want to see all data coming from **node3**?

We should apply a simple regular expression

Let’s try this formula

**jobs\_active{instance=~"node3.\*"}**

Okay, this is as of now (the latest generation of data)

Should we want to see data from a past point of time, we can use the offset construction

For example, to see a measurement as 2 minutes ago, we must use the following formula

**jobs\_active{instance=~"node3.\*"} offset 2m**

Of course, as with previous ones, if we refresh a few times, the data will change. Why?

Now, let’s show all again

**jobs\_active**

And try to sum them

**sum(jobs\_active)**

It works. But what if want to see the sum per role for example? This would mean that all other labels are not needed

And we can remove them from the calculation with this formula

**sum without(instance, job) (jobs\_active)**

Wow, we are getting better and better 😉

Alternative version of the above is this one

**sum by(role) (jobs\_active)**

Here we are stating what we are interested in instead of stating what to omit

We can switch to **Graph** to see our data graphically

Of course, we can apply other aggregation functions like

**max without(instance, job) (jobs\_active)**

**min without(instance, job) (jobs\_active)**

**avg without(instance, job) (jobs\_active)**

##### Counter

Now, let’s switch to another metric - **jobs\_processed\_total**

We can see amounts of processed jobs per application instance with all its dimensions

Here, we can ask for example, how the processed jobs changed in the last 5 minutes

Change the formula to

**jobs\_processed\_total [5m]**

The above returns a range vector

We can filter using a selector, for example only for the failed jobs

**jobs\_processed\_total {result="fail"} [5m]**

Now, we could ask for the rate of change (per second increase for the counters)

**rate(jobs\_processed\_total [5m])**

Of course, this one can be filtered also

**rate(jobs\_processed\_total {result="fail"} [5m])**

We can apply aggregation

For example, to see the average change rate in the last 5 minutes

**avg(rate(jobs\_processed\_total [5m]))**

Or summarize it

**sum(rate(jobs\_processed\_total [5m]))**

We can apply selectors within the aggregation function. For example, see the max rate for filed jobs

**max(rate(jobs\_processed\_total {result="fail"} [5m]))**

Or remove labels from the equation

**sum without(instance, result) (rate(jobs\_processed\_total [5m]))**

Or even remove and filter labels

**sum without(instance, result) (rate(jobs\_processed\_total {result="fail"} [5m]))**

##### Complex Expressions

Select the **http\_requests\_total** metric

Now, we can summarize it by code

**sum without (instance, job, method, role) (http\_requests\_total)**

Or

**sum by (code) (http\_requests\_total)**

Obviously, the second one is shorter compared to the first one

And we can see amount of **404** compared to **200**

**sum without (instance, job, method, role) (http\_requests\_total {code="404"}) / sum without (instance, job, method, role) (http\_requests\_total {code="200"})**

Hm, empty result set. Why? *Perhaps, it has something to do with vector operations*

Let’s correct the expression to match this

**sum without (instance, job, method, role, code) (http\_requests\_total{code="404"}) / sum without (instance, job, method, role, code) (http\_requests\_total{code="200"})**

Or go with a simplified version (as we are removing all labels):

**sum (http\_requests\_total {code="404"}) / sum (http\_requests\_total {code="200"})**

No matter which one we select, the effect is that we ensured that both vectors match

We can change the formula to see for example, what part of all codes are the **200** or **404**

**sum without (instance, job, method, role, code) (http\_requests\_total {code="200"}) / sum without (instance, job, method, role, code) (http\_requests\_total)**

**sum without (instance, job, method, role, code) (http\_requests\_total {code="404"}) / sum without (instance, job, method, role, code) (http\_requests\_total)**

##### Histograms

Now, let’s try how histograms work

Check what our **http\_request\_duration\_seconds\_bucket** metric will return

It is a complex metric compared to the previous ones

Let’s filter is for one instance

**http\_request\_duration\_seconds\_bucket {instance="node2:8081"}**

We can switch to **Graph** to see how each bucket develops over time

Return back to **Table**

We can see the change rate for the last 5 minutes

**rate(http\_request\_duration\_seconds\_bucket {instance="node2:8081"} [5m])**

Okay, let’s include one other instance as well

**rate(http\_request\_duration\_seconds\_bucket {instance=~"node2:.\*"} [5m])**

We can aggregate this on a higher level

**sum without (code, handler, instance, job, method) (rate(http\_request\_duration\_seconds\_bucket {instance=~"node2.\*"} [5m]))**

To see up to how many seconds we need to deal with 90% of the requests over the last 5 minutes, we can execute this

**histogram\_quantile(0.90, sum without (code, handler, instance, job, method) (rate(http\_request\_duration\_seconds\_bucket {instance=~"node2.\*"} [5m])))**

And then switch to **Graph**

### Alert Manager

Now, let’s deploy **Alert Manager** and see it in (simple) action

#### Installation

First, we must install it

Navigate to this URL <https://prometheus.io/download/#alertmanager>

Go to the **Prometheus** server

Execute the following to download it

**wget https://github.com/prometheus/alertmanager/releases/download/v0.25.0/alertmanager-0.25.0.linux-amd64.tar.gz**

Now, extract it

**tar xzvf alertmanager-0.25.0.linux-amd64.tar.gz**

Enter the folder

**cd alertmanager-0.25.0.linux-amd64/**

And start it in background mode

**./alertmanager &> /tmp/am.log &**

It will start with the default configuration (**alertmanager.yml**) and will listen for connections on port **9093**

#### Configuration

The default configuration of **Alert Manager** is just fine for our scenario

We should however configure our **Prometheus** instance

Open the main configuration file (**prometheus.yml**) and add the following block between the **global** and **scrape\_configs** sections

alerting:

  alertmanagers:

    - static\_configs:

      - targets:

        - node1:9093

Then check and apply the changes

**./promtool check config prometheus.yml**

And signal **Prometheus** to restart

**curl -X POST http://192.168.99.101:9090/-/reload**

Go to the web interface and check the information in **Status** > **Configuration**

#### Alert Rule

Now, let’s assume that we want to emit alerts if any of our targets is down

We can use the up metric for this

Go to the **Prometheus** server

And create a **rules.yml** file with the following content

groups:

- name: MonitorAllInstances

  rules:

  - alert: InstanceIsDown

    expr: up == 0

    for: 1m

    annotations:

      title: 'Instance {{ $labels.instance }} is down'

      description: '{{ $labels.instance }} of job {{ $labels.job }} has been down for more than 1 minute.'

    labels:

      severity: 'critical'

Now, let’s include the **rules.yml** file in the main configuration file

Add the following between the **global** and **altering** sections

rule\_files:

  - rules.yml

Then check and apply the changes

**./promtool check config prometheus.yml**

And signal **Prometheus** to restart

**curl -X POST http://192.168.99.101:9090/-/reload**

Go to the web interface and check the information in **Status** > **Configuration**

And then return to the **Alerts** section and explore there

#### Test the Alert

Now, go to **node2** and stop and remove one of the containers (for example, **worker2**)

**docker container rm --force worker2**

Go to **node3** and stop both

**docker container rm --force worker1 worker2**

Return to the UI (**Status** > **Targets**) and refresh

Go to **Alerts**

Our alert is in **pending** state

After a while it will transition to **firing** state

You can check the **Alert Manager UI** as well at **http://192.168.99.101:9093/**

Go to **node2** and start **worker2**

**docker container run -d --name worker2 -p 8082:8080 shekeriev/goprom**

Go to **node3** and start **worker1** and **worker2**

**docker container run -d --name worker1 -p 8081:8080 shekeriev/goprom**

**docker container run -d --name worker2 -p 8082:8080 shekeriev/goprom**

Okay, our alerting is working but doesn’t notify anyone (yet)

#### Link to Slack

Log in to **Slack** and go to your workspace

Go to **Settings & administration** > **Manage Apps**

Enter **hooks** in the **Search App Directory** field

Select the **Incoming WebHooks**

Once in the page of the app, click **Add to Slack**

Then either select the channel to be used, or click the create a new channel link

Let’s create a new one

Enter **prometheus** for **Name**

And **Prometheus Alerts** for **Description**

Click the **Create** button

Click the **Skip for now** button to avoid adding people now

Now, click the **Add Incoming WebHooks integration** button

Then copy the **Webhook URL**

Return to the **Prometheus** server

Navigate to the folder for **Alert Manager**

Open the **alertmanager.yml** file and make sure that it looks like this

global:

  resolve\_timeout: 1m

  slack\_api\_url: 'https://hooks.slack.com/services/<hook-id>'

route:

  receiver: 'slack-notifications'

receivers:

- name: 'slack-notifications'

  slack\_configs:

  - channel: '#prometheus'

    send\_resolved: true

Of course, you should adapt it (**url** and **channel**) to your values

Then check the configuration with

**./amtool check-config alertmanager.yml**

And restart it by executing this

**curl -X POST http://node1:9093/-/reload**

Go to **node3** and stop both containers

**docker container rm --force worker1 worker2**

Return to **Prometheus** UI and refresh and wait a bit

Do not forget to check the **Alert Manager UI** as well at **http://192.168.99.101:9093/**

After a while a notification will appear in the **Slack** application

Is not the best looking one, but it works

Of course, this can be improved by using templating

Go to **node3** and start both containers

**docker container run -d --name worker1 -p 8081:8080 shekeriev/goprom**

**docker container run -d --name worker2 -p 8082:8080 shekeriev/goprom**

After a while it will be detected that the issue has been resolved and we will receive a message

## Part 3: Grafana 101

### Run Grafana

There are multiple options as we know, but we will go with the **Docker** way

Go to the **Prometheus** node first

Then, create a volume for **Grafana**

**docker volume create grafana**

And finally, start **Grafana**

**docker run -d -p 3000:3000 --name grafana --rm -v grafana:/var/lib/grafana grafana/grafana-oss**

After a while the instance will be ready

Open a browser tab and navigate to <http://192.168.99.101:3000/login>

The default credentials are **admin** / **admin**

We will be asked if we want to change the password

Why not? Let’s do it. Set a password you like and hit **Submit**

Alternatively, you can always click **Skip** and go with the default credentials

### Explore the UI

As we just started the instance, there is not much to do here

By default, we are presented with the **Home** view (a special “dashboard”)

On the left, there is the toolbar

Here, we can do the following (from top to bottom):

* Go to the **Home** dashboard
* Search for dashboards
* Create new artefact – dashboard, folder, import a dashboard, or create an alert rule
* Browse dashboards, playlists, snapshots, or panels
* Explore the data sources
* Manage the alerting
* Instance configuration
* Server configuration
* Profile settings
* Help

As we do not have any data sources, there is not much we can do

### Connect to Prometheus

Let’s go to **Configuration** > **Data sources**

Click the **Add data source** button

Select **Prometheus**

Leave the name as it is (or change it if you like)

Set the **URL** to **http://192.168.99.101:9090/**

Hit the **Save & test** button

Now, we have our data source

### Explore the Data Source

Click the **Explore** option in the left menu

Switch to the data source we registered earlier (for example, **Prometheus**)

Click the **Metrics browser** link (on the left of the text box)

We can see many familiar metrics here

Select **jobs\_processed\_total**

Modify the **Label filters** section to filter the **instance** label and select the **node2:8081** and **node2:8082** values

We can see the query that was built

Click the **Run query** button (top-right)

And bam, we have a chart 😊

We can experiment with the graph types

We can then click **Inspector** to explore what is happening

Then, we can click the **Query history** button to explore this as well

Return to the **Home** screen

### Install Dashboards

Navigate to **Configuration** > **Data sources**

Select our data source

Then, switch to **Dashboards** view (top of the screen)

Click the **Import** button next to the **Prometheus 2.0 Stats**

Then click on **Dashboards** > **Browse** in the left menu

Select the imported dashboard

It will load

There are plenty of items here

Click on the title of one of them. For example, the **Scrape Duration** chart and select **View**

This will open the chart in full size

Explore the data

You can click on the title again and select, for example **Explore**

Here, you can see the query as well

If you enable the **Explain** mode you will see even more details

Click the title again and select **Share**

Select **Link** and click **Copy**

Then open another browser window or tab and paste the link

You will see the panel as it was at the time of the share

*Please note, that if you pasted the link in another browser, you may be required to log in again*

Return to the initial window

### Create Library Items

While still in the **share window** (if closed, reopen it) of the **Scrape Duration** panel, switch to **Library panel**

There leave the proposed name and folder and click **Create library panel**

Click the back arrow to return to the dashboard

Click on the title of another panel, for example the **Head Chunks** one

There, in the menu, select **Share**

Switch to **Library** **panel** and click the **Create library panel** button

Now, we have two shared panel which could be included in dashboards and playlists

### Create Own Dashboard #1

Let’s create one simple dashboard

Click **Dashboards** > **New dashboard** (in the left menu)

*If you are asked to save the changes, then click the* ***Discard*** *button*

Click the **Add a panel from the panel library** link

Select **Scrape Duration**

It will appear on the new dashboard

Resize it to fill the whole area

Click the **Save dashboard** button (top right)

Enter **Dash: Scrape Duration** in the **Dashboard name** field

Click **Save**

Let’s create another one

Click **Dashboards** > **New dashboard** (in the left menu)

If you are asked to save the changes, then click the **Discard** button

Click the **Add a panel from the panel library** link

Select **Head Chunks**

It will appear on the new dashboard

Resize it to fill the whole area

Click the **Save dashboard** button (top right)

Enter **Dash: Head Chunks** in the **Dashboard name** field

Click **Save**

### Create Playlist

Click on **Dashboards** > **Playlists** item in the left menu

Click **Create Playlist**

Enter **Prometheus Stats** in the **Name** field

Change the value of the **Interval** field to **1m** or something else like 15s (for 15 seconds interval)

In the **Add dashboards** section

Open the **Add by title** drop-down list

Select **General/Dash: Scrape Duration** item

Open the **Add by title** drop-down list again

Select **General/Dash: Head Chunks** item

Now the two dashboards are part of the playlist

Click the **Save** button

Once back in the **Playlists** tab, click the **Start playlist** button to see our new playlist in action

A new dialog window will appear

Click the **Autofit** option and then click on the **Start Prometheus Stats** button

Sit back and relax while watching our playlist running

Wait a while and you will see the switch between the two dashboards

Once if have seen enough, click the **Dashboards** > **Home** item in the left menu

### Create Own Dashboard #2

Go to **Dashboards** > **New dashboard** in the left menu

Then click **Add a new panel**

Switch the visualization from **Timeseries** to **Stat** (top right corner)

Click the **Metrics browser**

Select **jobs\_active** item

Click **Run queries**

A visualization will appear

Click the **Save** button (top right corner)

Enter **Active Jobs** in the **Dashboard name** field

Click the **Save** button

Now, click the **Dashboard settings** button (top right corner)

Click on **Variables**

Then click the **Add variable** button

Enter **instancename** in the **Name** field

Enter **label\_values(jobs\_active, instance)** in **Query**

Select the **Include All option**

A preview of the values will appear at the bottom

Click the **Apply** button

Click the **Save dashboard** button

Enter **A variable added** in the comment box of the **Save dashboard** dialog and click **Save**

Now, click the **Back** arrow (top left corner) to return to the dashboard

You will see the variable as a drop-down list just above the panel

Select the **All** option in it

Click the **Panel Title** and select **Edit**

Now, in the right panel, go to the **Panel options** section

Change the **Title** to **Active Jobs**

Scroll down to the **Repeat options** section

In the dropdown list select **instancename** (our variable)

Change the **Max per row** value to **2**

Now, change the expression (in **Code** view) to **jobs\_active{instance="$instancename"}**

Change the time period to Last 15 minutes (top part of the screen)

Click **Apply** (top right corner)

Change the value in the drop-down **instancename** list to one of the instances and then to **All**

Four visualizations will appear

Click the **Save dashboard** button

Select the **Save current time range as dashboard default** option and click **Save**

Go to dashboard settings

Go to **Variables**

Select our variable

Select **Nothing** in the **Show on dashboard** section

Click **Apply**

Click **Save dashboard**

Click again **Save**

Click the **Back** arrow

Now, everything seems to be just fine

We’ve made it 😊

Click on the Grafana icon (top left) to return to the **Home** page

Select **Dashboards** > **Browse**

Click on our dashboard

It opens and looks perfect

Now, we can add it to a playlist (the existing one or new one) if we want