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using System;

using System.Collections.Generic;

using System.Linq;

using System.Text;

namespace LearningMachine

{

[Serializable]

public class LearningKrinskyAtamata

{

int r = 100;

int m = 100;

int k = 100;

public double[] alpha;

bool beta = true;

double[] fi;

public bool IsReward = false;

public bool IsPenalty = false;

protected double Reward;

protected double Penalty;

protected int Success = 0, Failer = 0;

protected int State = 0;

//int State = 1;

public void Initiate()

{

Object o = new Object();

lock (o)

{

IsPenalty = false;

IsReward = false;

}

}

public LearningKrinskyAtamata(int r0, int m0, int k0)

{

Object o = new Object();

lock (o)

{

IsReward = new bool();

IsPenalty = new bool();

IsReward = false;

IsPenalty = false;

Success = new int();

State = new int();

beta = new bool();

beta = true;

Reward = new double();

Penalty = new double();

r = new int();

m = new int();

k = new int();

if (r0 >= m0)

{

r = r0;

m = m0;

k = k0;

alpha = new double[r];

fi = new double[k];

fi = new double[r];

for (int i = 0; i < r; i++)

alpha[i] = 1.0 / (double)r;

for (int i = 0; i < k; i++)

fi[i] = 1.0 / (double)k;

//Reward[i] = (double)(new Random()).Next(0, 100000) / 100000.0;

Reward = 1.0 / (double)r;

//Penalty[i] = (double)(new Random()).Next(0, 100000) / 100000.0;

Penalty = 1.0 / (double)r;

}

}

}

public void Clone(ref QuantumAtamata AA)

{

Object o = new Object();

lock (o)

{

AA.r = this.r;

AA.m = this.m;

AA.k = this.k;

alpha = new double[AA.r];

for (int i = 0; i < AA.r; i++)

AA.alpha[i] = this.alpha[i];

AA.beta = this.beta;

AA.Failer = this.Failer;

fi = new double[AA.k];

for (int i = 0; i < AA.k; i++)

AA.fi[i] = this.fi[i];

AA.IsPenalty = this.IsPenalty;

AA.IsReward = this.IsReward;

AA.Reward = this.Reward;

AA.Penalty = this.Penalty;

AA.Success = this.Success;

AA.Failer = this.Failer;

AA.State = this.State;

}

}

public void FailureState()

{

Object o = new Object();

lock (o)

{

Failer++;

if (Success < Failer && State < r - 1)

State++;

else if (State > 0)

State--;

}

}

public void SuccessState()

{

Object o = new Object();

lock (o)

{

Success++;

if (Success > Failer && State < r - 1)

State++;

else if (State > 0)

State--;

}

}

public int IsSecondDerivitionIsPositive()

{

Object o = new Object();

lock (o)

{

for (int i = 0; i < r - 2; i++)

{

if (((alpha[i + 2] - 2 \* alpha[i + 1] + alpha[i]) / (1.0 / (double)r)) < 0)

return -1;

}

return 1;

}

}

public double LearningAlgorithmRegard()

{

Object o = new Object();

lock (o)

{

SuccessState();

this.IsReward = true;

this.IsPenalty = false;

alpha[State] += Reward \* (1 - alpha[State]);

for (int i = 0; i < r; i++)

if (i != State)

alpha[i] -= Reward \* alpha[i];

beta = false;

return alpha[State];

}

}

public int IsRewardAction()

{

Object o = new Object();

lock (o)

{

if (this.IsReward)

return 1;

return -1;

}

}

public double IsPenaltyAction()

{

Object o = new Object();

lock (o)

{

if (this.IsPenalty)

return 0;

return -1;

}

}

public double LearningAlgorithmPenalty()

{

Object o = new Object();

lock (o)

{

FailureState();

this.IsPenalty = true;

this.IsReward = false;

alpha[State] -= Penalty \* alpha[State];

for (int i = 0; i < r; i++)

if (i != State)

{

alpha[i] -= Penalty \* alpha[i];

alpha[i] += (Penalty / (r - 1));

}

beta = true;

return alpha[State];

}

}

}

}