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A machine learning platform to generate interpretable medically approved, data-responsive clinical decision algorithms
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ABSTRACT

* Difficult to accurately differentiate generic symptoms or predict diagnoses without advanced probabilistic guidance
  + WHO developed clinical guidelines to direct clinicians to the “most” probable diagnoses and use of resources / antimicrobials
    - Not from representative populations, outdated data, often based on consensus rather than data
    - Static, generic
* Need to directly involve clinicians in machine learning based tool so they understand the black box.
  + Justify why a model is giving a certain prediction
  + Be aware of edge cases where the model underperforms and why

BACKGROUND

* Preventable childhood mortality in sub-Saharan Africa is disproportionate
* Integrated Management of Childhood Illnesses (IMCI) is paper-based, known sort of computerized. Use ePOCT, or other eCDAs.
* When uncertain, clinicians usually err on the side of caution: over-prescription and financial burden
* ML algorithms in ePOCT+ will:
  + Predict diagnostics either as well as ePOCT but with less resource consumption
  + Predict diagnostics to a gold standard
  + Allow clinicians to understand
    - Choose features
    - Explore how inputs affect outputs
    - Help interpret the predictive potential
    - Different algorithms should be standardized so that similar conclusions can be drawn from different models

METHODS

* Remove highly correlated features only if they are also redundant.
* Features should not be removed only based on their individual predictive power (the way it impacts other features should also be taken into account)
* Stopping overfitting: regularization, early-stopping, ensembling, etc
* Least Absolute Shrinkage and Selection Operator (LASSO): linear model where the parameter estimation is restricted to a set using the L1 penalty. The solution to this problem does not have a closed form or analytical solution 🡪 first order optimization estimation. Features with coefficient = 0 can be selected out. Ridge regression can only approach zero for coefficients, so is not as good for automatic feature dropping.
* Boruta: based on random forest model. Shuffle every single column in dataset multiple times, then train a random forest model and compute the feature importance, and compare it with the feature importance of the non-shuffled feature. Feature importance is based on information gain (e.g. gini metric). Then run a hypothesis test and conclude.
* Unbalanced data: under-sample majority class (loss of information) or over-sample minority class (risk of overfitting), or add white noise or random noise.
* Missing data: replace missing values with aggregates (mean / median) ONLY if the values are missing completely at random (MCAR)… otherwise guess them by aggregates using kNN, SVD, etc…

INTEPRETABILITY IN MACHINE LEARNING

* Static algorithms: unable to adapt to seasons, epidemics, resources, etc…
* Clinicians need to know the importance of features to the machine learning model because in scarce-resource environments information is expensive.
* Linear models are well-liked because of their interpretability
* Know which features are useful
* Know which features you can’t do without
* Feature importance: how strongly a feature is associated with the general prediction relative to other features
* feature shape: how the predictions behave when a certain feature changes
* feature interaction: how features behave in presence of other features
* instance level explanation: this task comprises identifying similar samples in the train set and exploring the model’s behavior around that neighborhood
* Partial dependency plot: PDP shows the marginal effect of a set of features in any type of model. Calculates average predicted values across range of feature values
* Individual conditional expectation: ICE - same as above, instead of taking mean of curves, it pulls down every instance of tow subsets (?)
* Accumulated local effects: ALE computes the variation in the output over a feature set neighborhood.
* Forward selection: not the same as above. Model with no features, added features are ordered by performance improvement e.g. using the area under curve (AUC).
* Flatness of Partial Dependency Plot: PDPs with a higher level of variability are more likely to be more important to the response than those with lower variability.
* Permutation Feature Importance: Model reliance is the rational of expected loss under noise over expected loss without noise.
* Local interpretable model agnostic explanations: LIME tries to explain the behavior of a single outcome by modelling the behavior of a black box model in a certain neighborhood around a give single observation.
* Shapley values: aims to divide fairly the values that individual features marginally contributes with a given outcome.
* Shapley Additive Explanations: SHAP is a combination of Shapely values and LIME.
* H-statistic: can capture any form of dependency – not just linear

DATASET AND POPULATION

* For now use imputation based on median / mode, but looking to use matrix factorization
* Use stratification of samples
* Hidden feedback loops affecting data 🡪 need a monitoring system associated to each model

RESULTS:

* No hyperparameter tuning (would take too long)

DISCUSSION:
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Machine-learning Prognostic Models from the 2014-16 Ebola Outbreak: Data-harmonization Challenges, Validation Strategies, and mHealth Applications

Colubri et al., 2019

* Data incompleteness and lac of interoperability limit model generalizability
* Ebola parsimonious model
  + Viral load
  + Age
  + Temperature
  + Bleeding
  + Jaundice
  + Dyspnea
  + Dysphagia
  + Time-to-presentation
* Ebola 2014-2016: 11,000 deaths, 28,000 cases, mostly in Liberia, Sierra Leone, Guinea.
* Current outbreak: Democratic Republic of the Congo
* Outbreaks in limited medical coverage regions (e.g. active conflict zones)
* Outcomes
  + Asymptomatic infection
  + Complex organ failures
  + And in between
* In high income countries: case fatality ratios (CFR) < 20% … resources are important
  + Prioritizing time and material resources for high-risk patients in remote and low-resource settings is one approach to decrease overall mortality when subject to such constraints
  + A complementary approach is to use tools providing clinical instructions for management, training, and improved protocol adherence
* Availability of numerous clinical guidelines for EVD
  + Digital accessibility is poorly adapted to field conditions where book-like formatting makes for awkward navigation and reading on mobile devices
  + Static documents 🡪 quickly outdated
  + Epidemics: new recommendations are often fragmented across research papers and field reports that are challenging for health workers to access

METHODS

* Initial bivariate analysis of all factors against outcome, using chi2 test with Yates correction for the binary variables and the point biserial correlation test for numerical variables
* Multiple imputation
  + Use Little’s MCAR test for testing bias in missing values
  + Multiple imputation: generate a Bayesian predictive distribution from the known data, and outputs a number N of imputed datasets. Each missing value in the ith imputation is predicted form an additive model fitted on a bootstrap sample with replacement form the original data.
* Binary outcome: death survival
* Predictors for the models were selected: initial set of candidate factors associated with death in EBD were submitted to penalized logistic regression with Elastic Net regularization. To define a non-redundant, parsimonious subset of predictors, variables with a coefficient > 0 in a least half of the penalized models were retained.
* Family of models, each final model is obtained by fitting N copies of the model on each imputed dataset, then averaging those copies into one model.
* Use AUC for performance evaluation
* Fallback models when certain features were unavailable

RESULTS

* The ranking of all the variables by their importance in the parsimonious model, as measured by the Wald Chi2 statistic, reveals that the most important variables are CT (cycle threshold, for PCR testing of Ebola) and patient age, with jaundice and bleeding coming in at a distant third and fourth place respectively, followed by body temperature and the CT-TTP interaction.
* Temporal flexibility of models
* Mobile application: integrates available patient care and management guidelines for EVD patients with the prognostic models
  + Requires internet connectivity only for installation
  + Home screen shows a list of supportive care recommendations and care and management guidelines for hemorrhagic fevers
  + Users can input patient information, clinical signs and symptoms, etc, then the app computes the severity score of the patient by selecting the model most appropriate for the available data
  + Visualization of the score in color-graded scale and patient-specific feature contributions to that score are depicted

Check ref 19 for regression guidelines

Check ref 22 for missing values for predictive models

Development and evaluation of point-of-care testing recertification with e-learning

Bikker et al. 2019

* Important to ensure high quality POCT results to generate the best outcome for patient safety and clinical decisions
  + Errors in pre and analytical phases mostly (up to 95%)
  + Some errors in device operation ability )up to 70% for some tests)
  + Necessary to recertificate operators

Current and Emerging Trends in Point-of-Care Technology and Strategies for Clinical Validation and Implementation

Wang et al., 2018

* Information about the validation process and key elements from the point of view of clinicians, technicians / developers and users