This document is a report on what goals had been achieved, what has changed, and what has not.

My first goal was to prepare pseudo-code by next Monday. I did it and uploaded into the gitlab. Our pseudo-code will change as we proceed on

We divided the work based on pseudo-code. First Shota will work on reinforcement learning model for baseline and cleaning the agent file so that we could implement maml into it. Felipe is going to work on getting score for baseline model for comparison. I will work on whether our selected github codes works.

For the trying to implement MAML into citylearn, I have been working on policy class to build them.

In terms of the team dynamics, I worked mostly alone. I did meet with Shota in discussing about coding and I think we will meet more often as progress goes on.