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A better solution Make $n_{2}+n_{1}$ and $n_{1}+n_{2}$ convertible
So that isPermutation $\left(l_{1}++l_{2}, l_{2}++l_{1}\right)$ is well-typed
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- Undirected equations $t \approx u \in \mathcal{E}$, defining congruence $\simeq$

In this setting, we now want to show Church-Rosser modulo (or CR modulo):

$$
t \equiv u \quad \text { implies } \quad t \stackrel{\sim}{\longrightarrow} * \circ \simeq 0 * * \sim u
$$

where $\equiv$ is $(\longrightarrow \cup \longleftarrow \cup \simeq)^{*}$ and

- Strong ${ }^{1}$ CR modulo: $\xrightarrow{\sim}$ is $\longrightarrow$ (Huet)
- Weak CR modulo: $\xrightarrow{\sim}$ between $\longrightarrow$ and $\simeq \circ \longrightarrow$ (Stickel, Jouannaud) Needed when $\simeq$ can block $\longrightarrow$, implementation usually requires matching modulo $\mathcal{E}$
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This work We investigate criteria for 2nd order CR modulo that do not rely on termination:

- Criterion 1 Proves weak CR modulo, but avoids the use of matching modulo
- Criterion 2 Proves strong CR modulo, easy consequence of known results

Each criterion proves $C R$ modulo for a variant of our example
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Example If $\operatorname{arity}(@)=(0,0)$ and $\operatorname{arity}(\lambda)=(1)$ then $@(\lambda(x \cdot x), y) \in \mathcal{T}(\mathcal{F})$
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The 1st Criterion
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Where $\mathcal{E}^{ \pm}:=\mathcal{E} \cup \mathcal{E}^{-1}$
Then $(\mathcal{R} \cup \mathcal{S}, \mathcal{E})$ is strong CR modulo
Therefore, we still need to show the subsystem $(\mathcal{S}, \mathcal{E})$ to be strong CR modulo
The point is that $(\mathcal{S}, \mathcal{E})$ might be terminating, allowing application of other criteria
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Proof idea for Criterion 2 We know that that $(\mathcal{S}, \mathcal{E})$ is strong CR modulo $\mathcal{R}$ commutes with $\mathcal{E}^{ \pm}$and $\mathcal{S}$ by the above result, and with itself by confluence We conclude with some easy diagram manipulations
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> Thank you for your attention!
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