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The density ratio (i.e., the ratio of the distribution of two datasets) is a workhorse in many computational social science tasks, such as sample selection bias adjustment, non-parametric two-sample testing, change-point detection and synthetic data utility evaluation. The key advantage of the density ratio in these applications lies in its ability to identify where and how two distributions differ. Over the past years, advanced methods have been developed to accurately estimate the density ratio from two samples. Despite these innovations, tools for density ratio estimation are rather inaccessible, because existing software only implements a narrow range of estimation techniques, is relatively slow, and/or lacks user-friendliness. To make the tools from the density ratio estimation literature available to computational social science researchers and beyond, we present the R-package *densityratio*.

The *densityratio*-package is designed to support novice and advanced users in a wide range of practical situations. It contains a comprehensive suite of methods for density ratio estimation, including novel extensions to deal with high-dimensional data. All methods efficiently estimate the density ratio between two input datasets using non-parametric kernel-based estimation techniques implemented in C++. Automatic hyperparameter tuning through fast, multi-core cross-validation minimizes the need for model specification on behalf of the end-user, allowing researchers to focus on their substantive questions. Densityratio makes it easy for users to not only estimate density ratios, but also to inspect, validate, and extend their functionality; two-sample testing, prediction, and plotting are built-in, allowing researchers to use the estimated density ratio in subsequent tasks and visualize the output of the model.

In the presentation, we demonstrate the *densityratio*-package in two empirical examples in the domain of sample selection bias and two-sample testing. As such, we illustrate how *densityratio* makes density ratio estimation a useful and accessible tool in the toolbox of computational social scientists.
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