if (copy\_to\_user(arg, sizeof(\*s\_cmd) + u\_cmd.insize))

if (ret < 0)

Added Statements During Fixing

line 22

line 13

s\_cmd->command += ec->cmd\_offset;

line 23

if (u\_cmd.outsize != s\_cmd->outsize || u\_cmd.insize != s\_cmd->insize)

line 14

line 27

if (copy\_from\_user(s\_cmd, arg, sizeof(\*s\_cmd) + u\_cmd.outsize))

line 15

line 26

s\_cmd = kmalloc(sizeof(\*s\_cmd) + max(u\_cmd.outsize, u\_cmd.insize), GFP\_KERNEL);

if ((u\_cmd.outsize > EC\_MAX\_MSG\_BYTES) || (u\_cmd.insize > EC\_MAX\_MSG\_BYTES))

line 25

if (copy\_from\_user(&u\_cmd, arg, sizeof(u\_cmd)))

struct cros\_ec\_command u\_cmd;

struct cros\_ec\_command u\_cmd;

if (copy\_from\_user(s\_cmd, arg, sizeof(\*s\_cmd) + u\_cmd.outsize))

Ret = =EFAULT;

goto exit;
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E[SEP]
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H[SEP]
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[SEP]
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