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# trừu tượng

Bài viết này đề xuất một thuật toán mới để đào tạo các máy vectơ hỗ *trợ: Tối ưu hóa tối thiểu tuần* tự *hoặc SMO*. Đào tạo một máy vectơ hỗ trợ đòi hỏi giải pháp của một vấn đề tối ưu hóa lập trình bậc hai (QP) rất lớn. SMO phá vỡ vấn đề QP large này thành một loạt các vấn đề QP nhỏ nhất có thể. Những vấn đề QP nhỏ này được giải quyết một cách phân tích, tránh sử dụng tối ưu hóa QP số tốn thời gian làm vòng lặp bên trong. Dung lượng bộ nhớ cần thiết cho SMO là tuyến tính trong kích thước thiết lập training, cho phép SMO xử lý các bộ đào tạo rất lớn. Bởi vì tính toán ma trận được tránh, SMO vảy ở đâu đó giữa tuyến tính và bậc hai trong kích thước tập huấn luyện cho các vấn đề kiểm tra khác nhau, trong khi thuật toán SVM chunking tiêu chuẩn mở rộng ở đâu đó giữa tuyến tính và khối trong kích thước tập đào tạo. Thời gian tính toán của SMO bị chi phối bởi đánh giá SVM, do đó SMO nhanh nhất đối với SVM tuyến tính và bộ dữ liệu thưa thớt. Trên các bộ dữ liệu thưa thớt trong thế giới thực, SMO có thể nhanh hơn 1000 lần so với thuật toán chunking.

# 1. GIỚI THIỆU

Trong vài năm qua, đã có sự quan tâm tăng vọt đối với Máy vectơ hỗ trợ (SVM) [19] [20] [4]. SVM đã được chứng minh theo kinh nghiệm để cung cấp hiệu suất khái quát hóa tốt về một loạt các vấn đề như nhận dạng ký tự viết và viết h[12], phát hiện khuôn mặt [15], phát hiện người đi bộ [14] và phân loại văn bản [9].

Tuy nhiên, việc sử dụng SVM vẫn chỉ giới hạn ở một nhóm nhỏ các nhà nghiên cứu. Một lý do có thể là các thuật toán đào tạo cho SVM là slow, đặc biệt là đối với các vấn đề lớn. Một lời giải thích khác là các thuật toán đào tạo SVM rất phức tạp, tinh tế và khó thực hiện đối với một kỹ sư trung bình.

Bài viết này mô tả một thuật toán học tập SVM mới đơn giản về mặt khái niệm, dễ thực hiện , thường nhanh hơn và có đặc tính mở rộng tốt hơn chocác vấn đề SVM khó khăn so với thuật toán đào tạo SVM tiêu chuẩn. Thuật toán học SVM mới được gọi là Tối ưu hóa tối thiểu tuần *tự* (hoặc *SMO*). Thay vì các thuật toán học SVM trước đây sửdụng lập trình bậc hai số (QP) làm vòng lặp bên trong, SMO sử dụng bước QP phân tích.

Bài viết trước tiên cung cung cấp một cái cái tổng quan về SVM và giá cả các cuộc toán đào tạo SVM. Bài viết trước tiên cung cung cấp một cái cái tổng quan về SVM và giá cả các cuộc toán đào tạo SVM. Bài viết trước tiên cung cung cấp một cái cái tổng quan về SVM và giá cả các cuộc toán đào tạo SVM. Bài viết trước tiên cung cung cấp một cái cái tổng quan về SVM và giá cả các cuộc toán đào tạo SVM. Bài viết trước tiên cung cung cấp một cái cái tổng quan về SVM và giá cả các cuộc toán đào tạo SVM. Bài viết trước tiên cung cung cấp một cái cái tổng quan về SVM và giá cả các cuộc toán đào tạo SVM.

Thuật toán SMO sau đó được trình bày chi tiết, bao gồm giải pháp cho bước QP phân tích, heuristics để chọn biến nào sẽ tối ưu hóa trong l oop bên trong, mô tả cách đặt ngưỡngcủa SVM, một số tối ưu hóa cho các trường hợp đặc biệt, mã giả của thuật toán và mối quan hệ của SMO với các thuật toán khác.

SMO đã được thử nghiệm trên hai bộ dữ liệu trong thế giới thực và hai bộ dữ liệu nhân tạo. Bài viết này trình bày kết quả cho SMO thời gian so với thuật toán "chunking" tiêu chuẩn cho các tập dữ liệu này và trình bày kết luận dựa trên các thời điểm này. Cuối cùng, có một phụ lục mô tả nguồn gốc của tối ưu hóa phân tích.

## 1.1 Tổng quan về máy vectơ hỗ trợ

Ví dụ dụ dụ tích cực

Ví dụ như tiêu cực

Tối đa hóa

Điểm

Không gian đầu tư có thể

**Biểu đồ 1**

Một máy tính vector hỗ trợ tuyến đường

Vladimir Vapnik đã phát minh ra Máy vector hỗ trợ vào năm 1979 [19]. Ở dạng tuyến tính đơn giản nhất, SVM là một siêu hành tinh tách một tập hợp các ví dụ tích cực khỏi một tập hợp các ví dụ tiêu cực với lề tối đa (xem hình 1). Trong trường hợp tuyến tính, margin được xác định bởi khoảng cách của siêu hành tinh đến gần nhất của các ví dụ tích cực và tiêu cực. Công thức cho đầu ra của SVM tuyến tính là

r r

### u = w x⋅ −b, (1)

trong *đó w* là vectơ bình thường đến siêu hành tinh và *x* là vectơ đầu vào. Siêu hành tinh tách biệt là máy bay u *=*0. Các điểm gần nhất nằm trên các mặt phẳng *u*=±1. Do đó, *lề m* là như vậy

1

|  |  |
| --- | --- |
| *m* = .  || || *w*  2  Tối đa hóa lề có thể được thể hiện thông qua vấn đề tối ưu hóa sau [4]: | (2) |
| r r r phút || || 1  *w*  2  tùy thuộc vào *y w xi*  ( ⋅  *i*  −*b*) ≥1,∀*i*, | (3) |

*w b*r, 2

trong *đó xi* là ví dụ đào tạo *thứ i,*và *yi* là đầu ra chính xác của SVM cho ví dụ đào tạo *thứ*i. Giá trị *y*i*là* +1 cho các ví dụ tích cực trong một lớp và -1 cho các ví dụ tiêu cực.

Sử dụng một Lagrangian, vấn đề tối ưu hóa này có thể được chuyển đổi thành một hình thức kép đó là một vấn đề QP wở đây hàm mục tiêu Ψ chỉ phụ thuộc vào một tập hợp các hệ số nhân Lagrange α*i*,

|  |  |
| --- | --- |
| *i*=1 *j*=1 *i*=1  (trong đó *N* là số lượng ví dụ đào tạo), chịu những ràng buộc bất bình đẳng, |  |
| α i ≥ 0,∀*i*,  và một ràng buộc bình đẳng tuyến tính, | (5) |
| *N. yi*α*I.* = 0.  ∑ | (6) |
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minr Ψ( ) = minr  ( ⋅ ) − , (4) α α

*i*=1

Có mối quan hệ một-một giữa mỗi hệ số nhân Lagrange và mỗi ví dụ đào tạo. r

Một khi hệ số nhân Lagrange được xác định, vectơ bình *thường w* và ngưỡng *b có* thể được

|  |  |  |
| --- | --- | --- |
| có nguồn gốc từ hệ số nhân Lagrange: |  |  |
| r *N* r  *w* = ∑ *y*i*αi*  *xi*  , | r r *b*  = *w x*⋅  *k*  −  *yk cho*  một số αk  > 0. | (7) |

*i*=1

R.

Bởi *vì w* có thể được tính toán thông qua phương trình (7) từ dữ liệu đào tạo trước khi sử dụng, lượng tính toán cần thiết để đánh giá SVM tuyến tính là không đổi về số lượng vectơ hỗ trợ không bằng không.

Tất nhiên, không phải tất cả các tập dữ liệu đều có thể tách rời tuyến tính. Có thể không có hyperplane nào tách các ví dụ tích cực khỏi các ví dụ tiêu cực. Trong công thức trên, trường hợp không thể tách rời sẽ tương ứng với một giải pháp vô hạn. Tuy nhiên, vào năm 1995, Cortes &Vapnik [7] đã đề xuất một sửa đổi đối với tuyên bố tối ưu hóa ban đầu (3) cho phép, nhưng phạt, sự thất bại của một ví dụ để đạt được lề chính xác. Sửa đổi đó là:

r *N* r r

1 2

phút || || r r 2  *w*  +*C*∑ξi theo *y w xi*  ( ⋅  *i*  −*b*) ≥ −1 ξ*i*  ,∀*i*, (8)

*w b*, ,ξ *i*=1

trong đó ξ*i* là các biến slack cho phép lỗi ký quỹ và *C là* một tham số giao dịch với ký quỹ rộng với một số lỗi ký quỹ nhỏ. Khi vấn đề tối ưu hóa mới này được chuyển thành dạng kép, nó chỉ đơn giản là thay đổi ràng buộc (5) thành ràngbuộc box:

0 ≤ ≤ ∀α*i C*, *i*. (9)

Các biến ξ*tôi* hoàn toàn không xuất hiện trong công thức kép.

SVM thậm chí có thể được khái quát hóa hơn nữa đến các phân loại phi tuyến tính [2]. Đầu ra của một SVM phi tuyến tính được tính toán rõ ràng từ hệ số nhân Lagrange:

*N* r r

### u = ∑ y jαj K x x( j , ) −b, (10)

*k*=1

trong đó r *K* là một hàm hạt nhân đo lường sự giống nhau hoặc khoảng cách giữa vectơ đầu vàor *x và*  vectơ đào tạo được lưu trữ *x*  *j*  . Ví dụ *về K* bao gồm Gaussians, polynomials, và neural

mạng phi tuyến tính [4]. Nếu *K* là tuyến tính, thì phương trình cho SVM tuyến tính (1) được phục hồi.

Hệ số nhân Lagrange α*tôi vẫn* được tính toán thông qua một chương trình bậc hai. Các phi tuyến tính làm thay đổi dạng bậc hai, nhưng hàm mục tiêu kép Ψ vẫn là bậc hai trong α:

![](data:image/png;base64,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) r *N N* r r *N*

minr ( ) minr  ( , ), α α

*i*=1 *j*=1 *i*=1

0 ≤ ≤ ∀α*i C*, *i*, (11)

*N.*

∑ y *i*α*i*  = 0.

*i*=1

Bài toán QP trong phương trình (11), ở trên, là vấn đề QP mà thuật toán SMO sẽ giải quyết. Để làm cho vấn đề QP ở trên được xác định dương, hàm hạt nhân *K phải* tuân theo các điều kiện của Mercer [4].

Các điều kiện Karush-Kuhn-Tucker (KKT) là cần thiết và đủ conditions cho một điểm tối ưu của một vấn đề QP xác định tích cực. Các điều kiện KKT cho vấn đề QP (11) đặc biệt đơn giản. Vấn đề QP được giải quyết khi, cho tất cả *i*:

α*i*  = 0 ⇔ y *ui i ≥*  1,

0 <α*i*  < *C*  ⇔ y *ui i*  = 1, (12) α*i*  = *C*  ⇔ y *u*i*i ≤*  1.

trong *đó ui* là đầu ra của SVM cho ví dụ đào tạo *thứ*i. Lưu ý rằng các điều kiện KKT có thể được đánh giá trên một ví dụ tại một thời điểm, điều này sẽ hữu ích trong việc xây dựng thuật toán SMO.

## 1.2 Các phương pháp trước đây để đào tạo máy vectơ hỗ trợ

Do kích thước khổng lồ của nó, vấn đề QP (11) phát sinh từ SVM không thể dễ dàng giải quyết thông qua các kỹ thuật QP tiêu chuẩn. Dạng bậc hai trong (11) liên quan đến một ma trận có một số phần tử bằng bình phương của số lượng ví dụ đào tạo. M atrixnày không thể phù hợp với 128 Megabyte nếu có hơn 4000 ví dụ đào tạo.

Vapnik [19] mô tả một phương pháp để giải quyết SVM QP, kể từ đó được gọi là

"chunking." Thuật toán chunking sử dụng thực tế là giá trị của dạng bậc hai giốngnhau nếu bạn loại bỏ các hàng và cột của ma trận tương ứng với hệ số nhân Lagrange bằng không. Do đó, vấn đề QP lớn có thể được chia thành một loạt các vấn đề QP nhỏ hơn, với mục tiêu cuối cùng là xác định tất cả các hệ số nhân Lagrange không bằng không và loại bỏ tất cả các hệ số nhân Lagrange bằng không. Ở mỗi bước, chunking giải quyết một vấn đề QP bao gồm các ví dụ sau: mỗi hệ số nhân Lagrange không bằng không từ bước cuối cùng và *các ví dụ tồi tệ* nhất M vi phạm các ditions KKTcon (12) [4], cho một số giá trị của *M*  (xem hình 2). Nếu có ít hơn các ví dụ *M* vi phạm các điều kiện KKT ở một bước, tất cả các ví dụ vi phạm sẽ được thêm vào. Mỗi vấn đề phụ QP được khởi tạo với kết quả của vấn đề phụ trước đó. Ở bước cuối cùng, toàn bộ hệ số nhân Lagrange không bằng không đã được xác định, do đó bước cuối cùng giải quyết vấn đề QP lớn.

Chunking làm giảm nghiêm trọng kích thước của ma trận từ số lượng ví dụ đào tạo bình phương đến xấp xỉ number của hệ số nhân Lagrange không bằng không bình phương. Tuy nhiên, chunking vẫn không thể xử lý các vấn đề đào tạo quy mô lớn, vì ngay cả ma trận giảm này cũng không thể phù hợp với bộ nhớ.

Phân đoạn

Động vật hải nước

Smo

**Biểu đồ 2.** Ba phương pháp thay thế để đào tạo SVM: Chunking, thuật toán osuna và SMO. Đối với mỗi phương pháp, ba bước được minh họa. Đường mỏng ngang ở mỗi bước đại diện cho bộ đào tạo, trong khi các hộp dày đại diện cho hệ số nhân Lagrangeđược tối ưu hóa ở bước đó. Để phân đoạn, một số ví dụ cố định được thêm vào mỗi bước, trong khi hệ số nhân Lagrange bằng không bị loại bỏ ở mỗi bước. Do đó, số lượng các ví dụ được đào tạo mỗi bước có xu hướng tăng lên. Đối với thuật toán của Osuna, một số cố định of ví dụ được tối ưu hóa mỗi bước: cùng một số ví dụ được thêm vào và loại bỏ khỏi vấn đề ở mỗibước. Đối với SMO, chỉ có hai ví dụ được tối ưu hóa phân tích ở mỗi bước, để mỗi bước đều rất nhanh.

Năm 1997, Osuna, et al. [16]đã chứng minh một định lý cho thấy một bộ thuật toán QP hoàn toàn mới cho SVM. Định lý chứng minh rằng vấn đề QP lớn có thể được chia thành một loạt các vấn đề phụ QP nhỏ hơn. Miễn là ít nhất một ví dụ vi phạm các điều kiện KKT được thêm vào các ví dụ cho vấn đề phụ trước đó, mỗi bước sẽ làm giảm chức năng mục tiêu tổng thể và duy trì một điểm khả thi tuân theo tất cả các ràng buộc. Do đó, một chuỗi các vấn đề phụ QP luôn thêm ít nhất một người vi phạm sẽ được bảo lãnhđể hộitụ. Lưu ý rằng thuật toán chunking tuân theo các điều kiện của định lý, và do đó sẽ hội tụ.

Osuna, et al. đề nghị giữ một ma trận kích thước không đổi cho mọi vấn đề phụ QP, ngụ ý thêm và xóa cùng một số ví dụ ở mỗi bước [16] (xem hình 2). Sử dụng ma trận kích thước không đổi sẽ cho phép đào tạo trên các tập dữ liệu có kích thước tùy ý. Thuật toán được đưa ra trong bài báo của Osuna [16] gợi ý thêm một ví dụ và trừ một ví dụ mỗi bước. Rõ ràng điều này sẽ có hiệuquả, bởi vì nó sẽ sử dụng toàn bộ bước tối ưu hóa QP số để gây ra một ví dụ đào tạo để tuân theo các điều kiện KKT. Trong thực tế, các nhà nghiên cứu cộng và trừ nhiều ví dụ theo heuristics chưa được công bố [17]. Trong mọi trường hợp, cần có bộgiải QP hình chữ số cho tất cả các phương pháp này. QP số nổi tiếng là khó khăn để có được đúng; có nhiều vấn đề chính xác về số cần được giải quyết.

# 2. TỐI ƯU HÓA TỐI THIỂU TUẦN TỰ

Tối ưu hóa tối thiểu tuần tự (SMO) là một thuật toán đơn giản có thể nhanh chóng giải quyết vấn đề SVM QP mà không cần thêm bất kỳ bộ nhớ ma trận nào và không cần sử dụng các bước tối ưu hóa QP số. SMO phân hủy vấn đề QP tổng thể thành các vấn đề phụ QP,chúng tôi ing định lý Osuna để đảm bảo hội tụ.

Không giống như các phương pháp trước, SMO chọn giải quyết vấn đề tối ưu hóa nhỏ nhất có thể ở mỗi bước. Đối với vấn đề TIÊU CHUẨN SVM QP, vấn đề tối ưu hóa nhỏ nhất có thể liên quan đến hai liers multip Lagrange,bởi vì hệ số nhân Lagrange phải tuân theo một ràng buộc bình đẳng tuyến tính. Ở mỗi bước, SMO chọn hai hệ số nhân Lagrange để cùng tối ưu hóa, tìm các giá trị tối ưu cho các hệ số nhân này và cập nhật SVM để phản ánh các giá trị tối ưu mới (xem hình 2).

Ưu điểm của SMO nằm ở chỗ việc giải quyết hai hệ số Nhân Lagrange có thể được thực hiện một cách phân tích. Do đó, tối ưu hóa QP số được tránh hoàn toàn. Vòng lặp bên trong của thuật toán có thể được thể hiện trong một lượng ngắn mã C, rather hơn là gọi toàn bộ thói quen thư viện QP. Mặc dù nhiều vấn đề phụ tối ưu hóa hơn được giải quyết trong quá trình thuật toán, mỗi vấn đề phụ nhanh đến mức vấn đề QP tổng thể được giải quyết nhanh chóng.

Ngoài ra, SMO không yêu cầu thêm ma trận stocơn thịnh nộ ở tất cả. Do đó, các vấn đề đào tạo SVM rất lớn có thể phù hợp bên trong bộ nhớ của một máy tính cá nhân hoặc máy trạm thông thường. Bởi vì không có thuật toán ma trận nào được sử dụng trong SMO, nó ít nhạy cảm với các vấn đề về độ chính xác số.

Có haicomponen ts để SMO: một phương pháp phân tích để giải quyết cho hai hệ số Nhân Lagrange và một heuristic để chọn hệ số nhân để tối ưu hóa.
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**Biểu đồ 1.** Hai hệ số lagrange phải đáp ứng tất cả các ràng buộc của vấn đề đầy đủ. Những ràng buộc bất bình đẳng khiến hệ số nhân Lagrange nằm trong hộp. Ràng buộc bình đẳng tuyến tính khiến chúng nằm trên một đường chéo. Do đó, một bước của SMO phải tìm tối ưu chức năng mục tiêu trên phân đoạn đường chéo.

## 2.1 Giải cho hai hệ số nhân Lagrange

Để giải quyết cho hai hệ số nhân Lagrange, SMO trước tiên tính toán các ràng buộc trên các hệ số nhân này và sau đó giải quyết ở mức tối thiểu constrained. Để thuận tiện, tất cả các số lượng tham chiếu đến hệ số nhân đầu tiên sẽ có chỉ số dưới 1, trong khi tất cả các đại lượng tham chiếu đến hệ số nhân thứ hai sẽ có chỉ số dưới 2. Bởi vì chỉ có hai hệ số nhân, các ràng buộc có thể dễ dàng được hiển thị theo hai chiều (xem hình 3). Các ràng buộc ràng buộc (9) khiến hệ số nhân Lagrange nằm trong một hộp, trong khi hạn chế bình đẳng tuyến tính (6) khiến hệ số nhân Lagrange nằm trên một đường chéo. Do đó, giới hạn tốithiểu của hàm mục tiêu phải nằm trên một đoạn đường chéo (như trong hình 3). Hạn chế này giải thích lý do tại sao hai là số nhân Lagrange tối thiểu có thể được tối ưu hóa: nếu SMO chỉ tối ưu hóa một hệ số nhân, nó không thể fulfill ràng buộc bình đẳng tuyến tính ở mỗi bước.

Các đầu của đoạn đường chéo có thể được thể hiện khá đơn giản. Không mất tính tổng quát, thuật toán đầu tiên tính hệ số nhân Lagrange thứ hai α2 và tính toán các đầu của đường chéo segment về α2. Nếu mục tiêu *y*1 không bằng mục tiêu *y*2, thì các giới hạn sau áp dụng cho α2:

|  |  |
| --- | --- |
| *L* = tối đa( ,0 α2  −α1), *H*  = min*(C,C*  + −α2  α1).  Nếu mục tiêu *y*1 bằng mục tiêu *y*2, thì các giới hạn sau áp dụng cho α2: | (13) |
| *L* = tối đa(0,α2  + −α1 *C*), *H*  = min*(C,*α2  +α1). | (14) |

Đạo hàm thứ hai của hàm mục tiêu dọc theo đường chéo có thể được biểu thị dưới dạng:

r r r r r r

### η= K x x( 1, 1) + K x( 2 , 2 ) − 2Kx( 1, 2 ). (15)

Trong trường hợp bình thường, hàm khách quan sẽ được xác định dương, sẽ có mức tối thiểu dọc theo hướng hạn chế bình đẳng tuyến tính và η sẽ lớn hơn 0. Trong trường hợp này, SMO tính toán mức tối thiểu theo hướng của ràng buộc:

y 2 mới (*E*1 −  *E*2 )

α α2 = 2 + , (16)

η

trong *đó Ei* = -*ui yi* là lỗi trong ví dụ đào tạo *thứ*i. Bước tiếp theo, mức tối thiểu hạn chế được tìm thấy bằng cách cắt tối thiểu không bị giới hạn đến cuối phân đoạn dòng:

|  |  |  |  |
| --- | --- | --- | --- |
| α2 mới,cắt bớt  =&Kα2new | nếu | *L*<α2new <*H;* | (17) |

%K  *H*  nếu ![](data:image/png;base64,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)*H*;

' L nếu. ![](data:image/png;base64,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)

Bây giờ, *hãy*  = *y y*1 2  . Giá trị của α1 được tính từ mới, cắt, α2:

α1new =α1 + *s*(α2 −α2new, cắt bớt ). (18)

Trong những trường hợp bất thường, η sẽ không tích cực. Một kết η sẽ xảy ra nếu hạt nhân *K* không tuân theo tình trạng của Mercer, điều này có thể khiến hàm khách quan trở nên vô thời hạn. Một dấu hiệu η có thể xảy ra ngay cả với một hạt nhân chính xác, nếu nhiều hơn một ví dụ đào tạo có cùng vectơ đầu vào *x*. Trong mọi trường hợp, SMO sẽ hoạt động ngay cả khi η không tích cực, trong trường hợp đó hàm mục tiêu Ψ nên được đánh giá ở mỗi đầu của phân đoạn dòng:

r r r r

*f*1  = y *E*1( 1 + −*b*) α1K*x*x( 1, 1) −  *s*α2  *K*(*x*1, 2  ), r r r

*f*2  = *y*2  (*E*2 + −*b*) *s*α1K *x*( 1, 2  ) −α2 K *x*( 2  , 2  ),

*L*1  = +α α1 *s*( 2 −  *L*),

(19)

*H*1  = +α α1 *s*( 2 −  *H*),

1 2 r r 1 2 rr r

Ψ L = *L f*1 1 + *Lf*2 + 2L K*x*1 ( 1, 1) + 2 L K *x*x( 2 , 2 ) + *sLL K x x*1 ( 1, 2 ),

1 2 r r1 2 rr r

Ψ H = *H f*1 1 + *Hf*2 + 2 H K *x*1 ( 1, 1) + 2 H K *x*x( 2 , 2 ) + *sHH K x*x1 ( 1, 2 ).

SMO sẽ di chuyển hệ số nhân Lagrange đến điểm cuối có giá trị thấp nhất của hàm mục tiêu. Nếu hàm mục tiêu giống nhau ở cả hai đầu (trong một ε nhỏ cho lỗi roundoff) và hạt nhân tuân theo các điều kiện của Mercer, thì việc giảm thiểu chung không thể tiến triển. Kịch bản đó được mô tả dưới đây.

## 2.2 Heuristics để chọn hệ số nhân nào để tối ưu hóa

Miễn là SMO luôn tối ưu hóa và thay đổi hai hệ số nhân Lagrange ở mỗi bước và ít nhất một trong các hệ số nhân Lagrangeđã vi phạm các điều kiện KKT trướcbước, thì mỗi bước sẽ giảm chức năng khách quan theo định lý Osuna [16]. Do đó, sự hội tụ được đảm bảo. Để tăng tốc độ hội tụ, SMO sử dụng heuristics để chọn hai hệ số Lagrange nàođể cùng tối ưu hóa.

Có hai heuristics lựa chọn riêng biệt: một cho hệ số Lagrange đầu tiên và một cho lần thứ hai. Sự lựa chọn của heuristic đầu tiên cung cấp vòng lặp bên ngoài của thuật toán SMO. Vòng lặp bên ngoài đầu tiên lặp lại trên toàn bộ bộ đào tạo, xác định xem mỗi ví dụ có vi phạm các điều kiện KKT (12). Nếu một ví dụ vi phạm các điều kiện KKT, ví dụ đó đủ điều kiện để tối ưu hóa. Sau khi một người đi qua toàn bộ bộ đào tạo, vòng lặp bên ngoài lặp lại trên tất cảcác ví dụ hệ số eLagrange không phải là 0 hoặc C (các ví dụ không ràng buộc). Một lần nữa, mỗi ví dụ được kiểm tra dựa trên các điều kiện KKT và các ví dụ vi phạm đủ điều kiện để tối ưu hóa. Vòng lặp bên ngoài làm cho lặp đi lặp lại vượt qua các ví dụ không ràng buộc cho đến khi tất cả các ví dụ không ràng buộc tuân theo các điều kiện KKT trong ε. Vòng lặp bên ngoài sau đó quay trở lại và lặp lại trên toàn bộ bộ đào tạo. Vòng lặp bên ngoài tiếp tục xen kẽ giữa các đường chuyền đơn trong toàn bộ bộ đào tạovà nhiều đường chuyền qua tập con không giới hạn cho đến khi toàn bộ bộ đào tạo tuân theo cácion condit KKT trong vòng ε sau đó thuật toán chấm dứt.

Heuristic lựa chọn đầu tiên tập trung thời gian CPU vào các ví dụ có nhiều khả năng vi phạm các điều kiện KKT: tập con không ràng buộc. Khi thuật toán SMO tiến triển, các ví dụ ở bounds có khả năng ở giới hạn, trong khi các ví dụ không ở giới hạn sẽ di chuyển khi các ví dụ khác được tối ưu hóa. Do đó, thuật toán SMO sẽ hiển thị qua tập con không giới hạn cho đến khi tập con đó tự nhất quán, sau đó SMO sẽ quét toàn bộ tập dữ liệu để tìm kiếm bất kỳ ví dụ ràng buộc nào đã bị KKT vi phạm do tối ưu hóa tập con không ràng buộc.

Lưu ý rằng các điều kiện KKT được kiểm tra trong phạm vi ε thực hiện. Thông thường, ε được đặt thành 10-3. Các hệ thống nhận dạng thường không need để đáp ứng các điều kiện KKT với độ chính xác cao: có thể chấp nhận được đối với các ví dụ về biên độ dương để có đầu ratừ 0,999 đến 1,001. Thuật toán SMO (và các thuật toán SVM khác) sẽ không hội tụ nhanhnhư vậy nếu cần thiết để tạo ra very đầu ra độ chính xác cao.

Khi hệ số nhân Lagrange đầu tiên được chọn, SMO chọn hệ số nhân Lagrange thứ hai để tối đa hóa kích thước của bước được thực hiện trong quá trình tối ưu hóa khớp. Bây giờ, việc đánh giá hàm *hạt nhân K* tốn thời gian, vì vậy SMO xấp xỉ kích thước bước theo giá trị tuyệt đối của tử số trong phương trình (16): | *E*1  −  *E*2| . SMO giữ giá trị lỗi lưu trữ E *cho* mọi ví dụ không ràng buộc trong tập đào tạo và sau đó chọn lỗi để tối đa hóa kích thước bước. Nếu *E*1 là dương, SMO chọn một ví dụ có lỗi tối thiểu *E*2. Nếu *E*1 âm, SMO chọn một ví dụ có lỗi tối đa *E*2.

Trong những trường hợp bất thường, SMO không thể đạt được tiến bộ tích cực bằng cách sử dụng heuristic lựa chọn thứ hai được mô tả ở trên. Ví dụ: tiến độ tích cực cannot được thực hiện nếu các ví dụ đào tạo thứ nhất và thứ hai chia sẻ vectơ đầu vào giống hệt nhau *x,* khiến hàm khách quan trở nên bán xác định. Trong trường hợp này, SMO sử dụng một hệ thống phân cấp của heuristics lựa chọn thứ hai cho đến khi nó tìm thấy một cặp Lagrange nhânrs có thể được thực hiện tiến bộ tích cực. Tiến bộ tích cực có thể được xác định bằng cách thực hiện kích thước bước không bằng không khi tối ưu hóa chung của hai hệ số nhân Lagrange . Hệ thống phân cấp của heuristics lựa chọn thứ hai bao gồm những điều sau đây. Nếu heuristic ở trênkhông đạt được tiến bộ tích cực, thì SMO bắt đầu quay lại thông qua các ví dụ không ràng buộc, tìm kiếm một ví dụ thứ hai có thể đạt được tiến bộ tích cực. Nếu không có ví dụ nào không ràng buộc đạt được tiến bộ tích cực, thì SMO bắt đầu quay lại thông qua tập đào tạo entire cho đến khi một ví dụ được tìm thấy có tiến bộ tích cực. Cả việc lặp lại thông qua các ví dụ không giới hạn và lặp lại thông qua toàn bộ bộ đào tạo được bắt đầu tại các địa điểm ngẫu nhiên, để không thiên vị SMO đối với các ví dụ khi bắt đầu tập huấn luyện. Trong hoàn cảnh cực kỳ thoái hóa, không có ví dụ nào sẽ làm cho một ví dụ thứ hai đầy đủ. Khi điều này xảy ra, ví dụ đầu tiên bị bỏ qua và SMO tiếp tục với một ví dụ đầu tiên được chọn khác.

## 2.3 Ngưỡng điện toán the

Ngưỡng *b được* tính toán lại sau mỗi bước, để các điều kiện KKT được đáp ứng cho cả hai ví dụ được tối ưu hóa. Ngưỡng *b*1 sau đây là hợp lệ khi α1 mới không ở giới hạn, vì nó buộc đầu ra của SVM phải là *y*1 when đầu vàolà *x*1:

mới r r mới, cắt r r

### b1 = E1 + y1(α1 −α1)K xx( 1, 1) + y2 (α2 −α2 )Kx( 1, 2 ) +b. (20)

Ngưỡng *b*2 sau đây là hợp lệ khi α2 mới không ở giới hạn, vì nó buộc đầu ra của SVM phải là *y*2 khi đầu vào *x*2:

mới r r mới, cắt r r

### b2 = E2 + y1(α1 −α1)K xx( 1, 2 ) + y2 (α2 −α2 )Kxx( 2 , 2 ) +b. (21)

Khi cả *b*1 và *b*2 đều hợp lệ, chúng đều bằng nhau. Khi cả hai hệ số Lagrange mới đều bị ràng buộc và nếu *L* không bằng *H*,thì khoảng giữa *b*1 và *b*2 là tất cả cácngưỡng phù hợp với điều kiện KKT. SMO chọn ngưỡng nằm giữa  *b*1 và *b*2.

## 2.4 Tối ưu hóa cho SVM tuyến tính r

Để tính toán một SVM tuyến tính, chỉ cần lưu trữ một vectơ *trọng lượng* duy nhất, thay vì tất cả các ví dụ đào tạo tương ứng với hệ số nhân Lagrange không bằng không. Nếu tối ưu hóa chung thành công, vectơ trọng lượng được lưu trữ cần được cập nhật để phản ánh các giá trị hệ số nhân Lagrange mới. Việc cập nhật vectơ trọng lượng rất dễ dàng, do tính tuyến tính của SVM:

r mới r mới r mới, cắt bớt r

*w* = *w*  + *y*1(α1 −α1)*x*1 + *y*2 (α2 −α2 )*x*2. (22)

## 2.5 Chi tiết mã

Mã giả dưới đây mô tả toàn bộ thuật toán SMO:

mục tiêu = điểm vectơ đầu ra mong muốn = ma trận điểm đào tạo

thủ tục takeStep(i1,i2) nếu (i1 == i2) trả về hệ số nhân 0 alph1 = Lagrange cho i1 y1 = target[i1]

E1 = Đầu ra SVM tại điểm [i1] - y1 (kiểm tra bộ nhớ cache lỗi) s = y1 \* y2

Điện toán L, H qua phương trình (13) và (14) nếu (L == H) trả về 0 k11 = kernel(point[i1],point[i1]) k12 = kernel(point[i1],point[i2]) k22 = kernel(point[i2],point[i2]) eta = k11+k22-2\*k12 nếu (eta > 0) { a2 = alph2 + y2\*(E1-E2)/eta nếu (a2 < L) a2 = L khác nếu (a2 > H) a2 = H

} khác

{

Lobj = hàm objective tại a2=L Hobj = hàm objective tại a2=H nếu (Lobj < Hobj-eps) a2 = L else nếu (Lobj > Hobj+eps) a2 = H else a2 = alph2

} nếu (|a2-alph2| < eps\*(a2+alph2+eps)) trả về 0 a1 = alph1+s\*(alph2-a2)

Cập nhật ngưỡng để phản ánh sự thay đổi trong hệ số nhân Lagrange

Cập nhật vectơ trọng lượng để phản ánh sự thay đổi trong a1 &a2, nếu SVM là tuyến tính

Cập nhật bộ nhớ cache lỗi bằng hệ số nhân Lagrange mới

Lưu trữ a1 trong mảng alpha Lưu trữ a2 trong mảng alpha trả về 1 endprocedure

thủ tục kiểm traExample(i2) y2 = mục tiêu [i2]

alph2 = Hệ số nhân Lagrange cho i2

E2 = Đầu ra SVM tại điểm [i2] - y2 (kiểm tra bộ nhớ cache lỗi) r2 = E2 \* y2

nếu ((r2 < -tol && alph2 < C) || (r2 > tol && alph2 > 0))

{ if (số không 0 & không C alpha > 1)

{ i1 = kết quả của heuristic lựa chọn thứ hai (phần 2.2) nếu takeStep(i1,i2) trả về 1

}

vòng lặp trên tất cả các alpha không bằng không và không C, bắt đầu tại một điểm ngẫu nhiên

{ i1 = danh tính của alpha hiện tại nếu takeStep(i1,i2) trả về 1

} lặp lại trên tất cả các i1 có thể, bắtđầuing tại một điểm ngẫu nhiên

{ i1 = biến vòng lặp nếu (takeStep(i1,i2) trả về 1

} } trả về 0 endprocedure

thói quen chính:

numChanged = 0; kiểm traTất cả = 1; trong khi (numChanged > 0 |tất cả)

{ numChanged = 0; nếu (examineAll) vòng lặp I trên tất cả các ví dụ đào tạo numChanged += examineExample(I) vòng lặp khác tôi qua các ví dụ trong đó alpha không phải là 0 & không phải C numChanged += examineExample(I) nếu (examineAll == 1) examineAll = 0 else if (numChanged == 0) examineAll = 1 }

## 2.6 Mối quan hệ với các thuật toán trước đó

Thuật toán SMO có liên quan cả với SVM trước đó và các thuật toán tối ưu hóa. Thuật toán SMO có thể được coi là một trường hợp đặc biệt của thuật toán Osuna, trong đó kích thước của tối ưu hóa là hai và cả hai hệ số nhân Lagrange được thay thế ở mỗi bước hệ số nhân mới đượcchọn thông qua heuristics tốt.

Thuật toán SMO có liên quan chặt chẽ với một loạt các thuật toán tối ưu hóa được gọi là phương pháp Bregman [3] hoặc phương pháp hành động hàng [5]. Các phương pháp này giải quyết các vấn đề lập trình lồi với các ts hạnchế tuyến tính. Chúng là những phương pháp lặp đi lặp lại trong đó mỗi bước chiếu điểm nguyên thủy hiện tại lên từng ràng buộc. Một phương pháp Bregman chưa sửa đổi không thể giải quyết vấn đề QP (11) trực tiếp, bởi vì ngưỡng trong SVM tạo ra một ràng buộc bình đẳng tuyến tính trong vấn đề dual. Nếu chỉ có một ràng buộc được dự kiến cho mỗi bước, ràng buộc bình đẳng tuyến tính sẽ bị vi phạm. Nói một cách kỹ thuật hơn, vấn đề nguyên thủy là giảm thiểu định mức của vectơ rr trọng lượng *w trên* không gian kết hợp của tất cả các trọng lượng có thể vect hoặc *w* với ngưỡng *b tạo* ra một Bregman *D*-projection mà không có một tối thiểu duy nhất [3][6].

Thật thú vị khi xem xét một SVM nơi ngưỡng *b* được cố định ở mức 0, thay vì được giải quyết. Một SVM ngưỡng cố định sẽ không có ràng buộcbình đẳng ar dòng(6). Do đó, chỉ có một hệ số nhân Lagrange sẽ cần được cập nhật tại một thời điểm và một phương pháp hành động hàng có thể được sử dụng. Thật không may, một phương pháp Bregman truyền thống vẫn không áp dụng cho các SVM như vậy, do các biến chùng xuống ξ*i* trong phương trình (8). Sự hiện diện của các biến chùng xuống khiến phép chiếu Bregman r *D*trở nên không độc đáo trong không gian kết hợpcủa vectơ trọng lượng *w* và biến chùng xuống

ξ*i*

May mắn thay, SMO có thể được sửa đổi để giải quyết các SVM ngưỡng cố định. SMO sẽ cập nhật hệ sốnhân Lagrange indi vidual là tối thiểu Ψ theo kích thước tương ứng. Quy tắc cập nhật là

y *E*mới 1 1

α α1 = 1 + ~~r~~   r . (23)

*K x x*( 1, 1)

Phương trình cập nhật này buộc đầu ra của SVM là *y*1 ( tương tựnhư phương pháp Bregman hoặc

Phương pháp QP của Hildreth [10]). Sau khi máy tính α tính toán, nó được cắtvào khoảng [0,*C*] (không giống như các phương pháp trước). Sự lựa chọn hệ số nhân Lagrange để tối ưu hóa giống như lựa chọn đầu tiên được mô tả trong phần 2.2.

SMO ngưỡng cố định cho SVM tuyến tính tương tự về khái niệm với quy tắc thư giãn nhận thức [8], trong đó đầu ra của nhận thức được điều chỉnh bất cứ khi nào có lỗi, do đó đầu ra chính xác nằm ở lề. Tuy nhiên, thuật toán SMO ngưỡng cố định đôi khi sẽ làm giảm tỷ lệ đầu vào đàotạo trong vectơ trọng lượng để m tiên đềlề. Quy tắc thư giãn liên tục làm tăng số lượng đầu vào đào tạo trong vectơ trọng lượng và do đó, không phải là lề tối đa. SMO ngưỡng cố định cho hạt nhân Gaussian cũng liên quan đến thuật toán mạng phân bổ tài nguyên (RAN) [18]. Khi RAN phát hiện một số loại lỗi nhất định, nó sẽ phân bổ hạt nhân để sửa lỗi chính xác. SMO sẽ thực hiện tương tự. Tuy nhiên, SMO / SVM sẽ điều chỉnh chiều cao của hạt nhân để tối đa hóa lề trong một không gian tính năng, trong khi RAN sẽ chỉ sử dụng LMS to điều chỉnh chiều cao và trọng lượng của hạtnhân.

# 3 SMO ĐIỂM CHUẨN

Thuật toán SMO đã được thử nghiệm dựa trên thuật toán học tập SVM chunking tiêu chuẩn trên một loạt các điểm chuẩn. Cả hai thuật toán đều được viết bằng C++, sử dụng trình biên dịch Visual C++ 5.0 của Microsoft. Cả hai thuật toán đều được chạy trên bộ xử lý Pentium II 266 MHz không tải chạy Windows NT 4.

Cả hai thuật toán đều được viết để khai thác sự thưa thớt của vectơ đầu vào. Cụ thể hơn, các chức năng hạt nhân dựa vào các sản phẩm chấm trong vòng lặp bên trong. Nếu tanh ta nhập vào là một vectơ thưa thớt, thì một đầu vào có thể được lưu trữ dưới dạng một mảng thưa thớt và sản phẩm dấu chấm sẽ chỉ đơn thuần là lần đầu vào không bằng không, tích lũy các đầu vào không bằng không nhân với trọng lượng tương ứng. Nếu đầu vào là một vectơ nhị phân thưa thớt, thì vị trí của "1" trong đầu vào có thể được lưu trữ và sản phẩm dấu chấm sẽ tính tổng các trọng lượng tương ứng với vị trí của "1" trong đầu vào.

Thuật toán chunking sử dụng thuật toán gradient liên hợp dự kiến [11] làm bộ giải QP của nó, như suggested bởi Burges [4]. Để đảm bảo rằng thuật toán chunking là một điểm chuẩn công bằng, Burges đã so sánh tốc độ của mã chunking của mình trên 200 MHz Pentium II chạy Solaris với tốc độ của mã chunking điểm chuẩn (với cá chóng sản phẩm chấm thưa thớte tắt). Tốc độ được tìm thấy là tương đương, điều này cho thấy mã chunking điểm chuẩn là điểm chuẩn hợp lý.

Đảm bảo rằng mã chunking và mã SMO đạt được độ chính xác tương tự sẽ được chăm sóc. Mã SMO và mã chunking sẽ xác định một ví dụ là vi phạm điều kiện KKT nếu đầu ra cách xa giá trịchính xác hoặc nửa khoảng trống của nó hơn 10-3. Ngưỡng 10-3 đã được chọn là một lỗi không đáng kể trong các tác vụ phân loại. Mã gradient liên hợp dựkiến có ngưỡng dừng, mô tả sự cải thiện tương đối tối thiểu trong hàm mục tiêu ở mỗi bước [4]. Nếu gradient liên hợp dự kiến thực hiện một bước trong đó cải tiến tương đối nhỏ hơn mức tối thiểu này, mãient chấm điểm liên hợp chấm dứt và một bước chunking khác được thực hiện. Burges [4] khuyên bạn nên sử dụng hằng số 10-10 cho mức tối thiểu này.

Trong các thí nghiệm dưới đây, việc dừng gradient liên hợp dự kiến ở độ chính xác 10-10 thường để lại vi phạm KKT lớn hơn 10-3, đặc biệt là đối với các vấn đề quy mô rất lớn. Do đó, thuật toán khối điểm chuẩn đã sử dụng heuristic sau để đặt ngưỡng dừng gradient liên hợp. Ngưỡng bắt đầu từ 3x10-10. Sau mỗi bước chunking, đầu ra được tính cho một vídụ ll có hệ số nhânLagrange không bị ràng buộc. Các đầu ra này được tính toán để tính toán giá trị cho ngưỡng (xem [4]). Mỗi ví dụ cho thấy một ngưỡng được đề xuất. Nếu ngưỡng đề xuất lớn nhất cao hơn 2x10-3 so với ngưỡng đề xuất smallest, thì các điều kiện KKT không thể được thực hiện trong vòng 10-3. Do đó, bắt đầu từ đoạn tiếp theo, ngưỡng gradient liên hợp giảm hệ số 3. Heuristic này sẽ tối ưu hóa tốc độ của gradient liên hợp: nó sẽ chỉ sử dụng độ chính xác cao trên các vấn đề khó khăn nhất. Đối với hầu hết các bài kiểm tra được mô tả dưới đây, ngưỡng vẫn ở mức 3x10-10. Ngưỡng nhỏ nhất được sử dụng là 3,7x10-12, xảy ra ở cuối đoạn cho vấn đề phân loại trang web lớn nhất.

Thuật toán SMO đã được thử nghiệm trên một nhiệm vụ dự đoán thu nhập, một nhiệm vụ phân loại trang web và hai bộ dữ liệu nhân tạo khác nhau. Tất cả thời gian được liệt kê trong tất cả các bảng đều ở trong giây CPU.

## 3.1 Dự đoán thu nhập

Tập dữ liệu đầu tiên được sử dụng để kiểm tra tốc độ của SMO là bộ dữ liệu "người lớn" UCI, có sẵn ở mức ftp://ftp.ics.uci.edu/pub/machine-learning-databases/adult. SVM đã được đưa ra 14 thuộc tính của một hình thức điều tra dân số của một hộ gia đình. Nhiệm vụ của SVM là dự đoán liệu household đó có thu nhập lớn hơn 50.000 đô la hay không. Trong số 14 thuộc tính, tám thuộc tính được phân loại và sáu thuộc tính là liên tục. Để dễ thử nghiệm, sáu thuộc tính liên tục đã được phân chia thành các quintiles, mang lại tổng cộng 123 thuộc tính nhị phân, trong đó 14 thuộc tính là đúng. Có 32562 ví dụ trong bộ đào tạo "người lớn". Hai SVM khác nhau đã được đào tạo về vấn đề này: một SVM tuyến tính và một hàm cơ sở xuyên tâm SVM sử dụng hạt nhân Gaussian với phương sai 10. Phương sai này được chọn để giảm thiểutốc độ lỗi trên một bộ xácthực. Giá trị giới hạn *của C* được chọn là 0,05 cho SVM tuyến tính và 1 cho RBF / SVM. Một lần nữa, giá trị giới hạn này đã được chọn để giảm thiểu lỗi trên một tập hợp xác thực.

Hiệu suất thời gian của thuật toán SMO versu s thuật toán chunking choSVM tuyến tính trên tập dữ liệu người lớn được hiển thị trong bảng dưới đây:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Kích thước bộ đào tạo | Thời gian SMO | Thời gian phân đoạn | Số vectơ hỗ trợ không ràng buộc | Số lượng vectơ hỗ trợ ràng buộc |
| 1605 | 0.4 | 37.1 | 42 | 633 |
| 2265 | 0.9 | 228.3 | 47 | 930 |
| 3185 | 1.8 | 596.2 | 57 | 1210 |
| 4781 | 3.6 | 1954.2 | 63 | 1791 |
| 6414 | 5.5 | 3684.6 | 61 | 2370 |
| 11221 | 17.0 | 20711.3 | 79 | 4079 |
| 16101 | 35.3 | N/a | 67 | 5854 |
| 22697 | 85.7 | N/a | 88 | 8209 |
| 32562 | 163.6 | N/a | 149 | 11558 |

Kích thước bộ đào tạo được thay đổi bằng cách lấy các tập con ngẫu nhiên của bộ đào tạo đầy đủ. Các tập hợp con này được lồng nhau. Các mục "N /A" trong cột thời gian chunking có ma trận quá lớn để phù hợp với 128 Megabyte, do đó không thể được tính thời gian do bộ nhớ đập. Số lượng vectơ hỗ trợ không giới hạn và số lượng vectơ hỗ trợ ràng buộc được xác định từ SMO: kết quả khối thay đổi theo một lượng nhỏ, do dung sai của sự không chính xác xung quanh các điều kiện KKT.

Bằng cách lắp một dòng vào cốt truyện nhật ký của thời gian làm việc so với kích thước tập luyện, có thể bắt nguồn tỷ lệthực nghiệm cho SMO và chunking. Thời gian đào tạo SMO có thang đo là ~*N*  1,9, trong khi vảy khối là ~ *N*  3,1. Do đó, SMO cải thiện quy mô thực nghiệm cho vấn đề này bằng nhiều đơn đặt hàng.

Hiệu suất thời gian của SMO và chunking bằng svm Gaussian được hiển thị dưới đây:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Kích thước bộ đào tạo | Thời gian SMO | Thời gian phân đoạn | Số vectơ hỗ trợ không ràng buộc | Số lượng vectơ hỗ trợ ràng buộc |
| 1605 | 15.8 | 34.8 | 106 | 585 |
| 2265 | 32.1 | 144.7 | 165 | 845 |
| 3185 | 66.2 | 380.5 | 181 | 1115 |
| 4781 | 146.6 | 1137.2 | 238 | 1650 |
| 6414 | 258.8 | 2530.6 | 298 | 2181 |
| 11221 | 781.4 | 11910.6 | 460 | 3746 |
| 16101 | 1784.4 | N/a | 567 | 5371 |
| 22697 | 4126.4 | N/a | 813 | 7526 |
| 32562 | 7749.6 | N/a | 1011 | 10663 |

Thuật toán SMO chậm hơn đối với SVM phi tuyến tính so với SVM tuyến tính, vì thời gian bị chi phối bởi việc đánh giá SVM. Ở đây, thời gian đào tạo SMO quy mô *là ~ N*  2.1, trong khi chunking quy mô là ~ *N*  2.9. Một lần nữa, tỷ lệ của SMO nhanh hơn khoảng một đơn hàng so với chunking. Thử nghiệm dự đoán thu nhập chỉ ra rằng đối với các vấn đề thưa thớt trong thế giới thực với nhiều vectơ hỗ trợ bị ràng buộc, SMO nhanh hơn nhiều so với chunking.

## 3.2 Phân loại trang web

Thử nghiệm thứ hai của SMO là phân loại văn bản: phân loại xem một trang web có thuộc danh mục hay không. Bộ đào tạo bao gồm 49749 trang web, với 300 thuộc tính từ khóa nhị phân thưa thớt được trích xuất từ mỗi trang web. Hai SVM khác nhau đã được thử về vấn đề này: một SVM tuyến tính và một SVM Gaussian phi tuyến tính, sử dụng phương sai 10. Giá *trị C* cho SVM tuyến tính được chọn là 1, trong khi giá trị *C* cho SVM phi tuyến tính được chọn là 5. Một lần nữa, các tham số này đã được chọn để tối đa hóa hiệu suất trên một bộ xác thực.

Thời gian cho SMO so với chunking cho một SVM tuyến tính được hiển thị trong bảng, dưới đây:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Kích thước bộ đào tạo | Thời gian SMO | Thời gian phân đoạn | Số vectơ hỗ trợ không ràng buộc | Số lượng vectơ hỗ trợ ràng buộc |
| 2477 | 2.2 | 13.1 | 123 | 47 |
| 3470 | 4.9 | 16.1 | 147 | 72 |
| 4912 | 8.1 | 40.6 | 169 | 107 |
| 7366 | 12.7 | 140.7 | 194 | 166 |
| 9888 | 24.7 | 239.3 | 214 | 245 |
| 17188 | 65.4 | 1633.3 | 252 | 480 |
| 24692 | 104.9 | 3369.7 | 273 | 698 |
| 49749 | 268.3 | 17164.7 | 315 | 1408 |

Đối với SVM tuyến tính trên tập dữ liệu này, thời gian đào tạo SMO quy mô *là ~ N*  1,6, trong khi chunking thang âm là ~ *N*  2,5. Thí nghiệm này là một tình huống khác trong đó SMO vượt trội hơn chunking trong thời gian tính toán.

Thời gian cho SMO so với chunking cho một máy ảo S phituyến tính được hiển thị trong bảng, dưới đây:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Kích thước bộ đào tạo | Thời gian SMO | Thời gian phân đoạn | Số vectơ hỗ trợ không ràng buộc | Số lượng vectơ hỗ trợ ràng buộc |
| 2477 | 26.3 | 64.9 | 439 | 43 |
| 3470 | 44.1 | 110.4 | 544 | 66 |
| 4912 | 83.6 | 372.5 | 616 | 90 |
| 7366 | 156.7 | 545.4 | 914 | 125 |
| 9888 | 248.1 | 907.6 | 1118 | 172 |
| 17188 | 581.0 | 3317.9 | 1780 | 316 |
| 24692 | 1214.0 | 6659.7 | 2300 | 419 |
| 49749 | 3863.5 | 23877.6 | 3720 | 764 |

Đối với SVM phi tuyến tính trên tập dữ liệu này, thời gian đào tạo SMO quy mô *là ~ N*  1,7, trong khi chunking thang đo là ~ *N*  2.0. Trong trường hợp này, tỷ lệ cho SMO có phần tốt hơn chunking: SMO là một yếu tố nhanh hơn từ hai đến sáu lần so với chunking. Kiểm tra ntrên tuyến tính cho thấy SMO vẫn nhanh hơnchunking khi số lượng vectơ hỗ trợ không ràng buộc lớn và tập dữ liệu đầu vào thưa thớt.

## 3.3 Bộ dữ liệu nhân tạo

SMO cũng đã được thử nghiệm trên các bộ dữ liệu được tạo ra nhân tạo để khám phá ce thực hiệncủa SMO trong các tình huống cực đoan. Tập dữ liệu nhân tạo đầu tiên là một tập dữ liệu hoàn toàn phân tách tuyến tính. Dữ liệu đầu vào là vectơ nhị phân ngẫu nhiên 300 chiều, với tỷ lệ 10% của đầu vào "1". Một vectơ trọng lượng 300 chiều được tạo ra ngẫunhiên y trong [-1,1]. Nếu dấu chấm của trọng lượng có điểm đầu vào lớn hơn 1, thì nhãn dương được gán cho điểm đầu vào. Nếu sản phẩm dấu chấm nhỏ hơn –1, nhãn âm sẽ được gán. Nếu sản phẩm chấm nằm giữa -1 và 1, t anh tatrỏ sẽ bị loại bỏ. Một SVM tuyến tính phù hợp với tập dữ liệu này.

Tập dữ liệu phân tách tuyến tính là vấn đề đơn giản nhất có thể xảy ra đối với một SVM tuyến tính. Không có gì đáng ngạc nhiên, việc mở rộng quy mô với kích thước bộ đào tạo là tuyệt vời cho cả SMO và chunking. Thời gian chạy được hiển thị trong bảng dưới đây:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Kích thước bộ đào tạo | Thời gian SMO | Thời gian phân đoạn | Số vectơ hỗ trợ không ràng buộc | Số lượng vectơ hỗ trợ ràng buộc |
| 1000 | 15.3 | 10.4 | 275 | 0 |
| 2000 | 33.4 | 33.0 | 286 | 0 |
| 5000 | 103.0 | 108.3 | 299 | 0 |
| 10000 | 186.8 | 226.0 | 309 | 0 |
| 20000 | 280.0 | 374.1 | 329 | 0 |

Ở đây, thời gian chạy SMO quy mô *là ~ N,* tốt hơn một chút so với tỷ lệ để phân đoạn, đó *là ~ N*  1,2. Đối với vấn đề thưa thớt dễ dàng này, do đó, chunking và SMO thường có thể so sánh được. Cả hai thuật toán đều được đào tạo với *C* được đặt thành 100. Kích thước khối cho chunking được đặt thành 500.

Khả năng tăng tốc của cả thuật toán SMO và thuật toán chunking due đến mã sản phẩm dấu chấm thưa thớt có thể được đo trên tập dữ liệu dễ dàng này. Cùng một bộ dữ liệu đã được thử nghiệm có và không có mã sản phẩm chấm thưa thớt. Trong trường hợp thí nghiệm không thưa thớt, mỗi điểm đầu vào được lưu trữ dưới dạng vectơ 300 chiều của phao. Kết quả của thí nghiệm thưa thớt/không thưa thớt được hiển thị trong bảng dưới đây:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Kích thước bộ đào tạo | Thời gian SMO  (thưa thớt) | Thời gian SMO  (không thưa thớt) | Thời gian chunking (thưa thớt) | Thời gian chunking (không thưa thớt) |
| 1000 | 15.3 | 145.1 | 10.4 | 11.7 |
| 2000 | 33.4 | 345.4 | 33.0 | 36.8 |
| 5000 | 103.0 | 1118.1 | 108.3 | 117.9 |
| 10000 | 186.8 | 2163.7 | 226.0 | 241.6 |
| 20000 | 280.0 | 3293.9 | 374.1 | 397.0 |

Đối với SMO, việc sử dụng cấu trúc dữ liệu thưa thớt tăng tốc mã lên hơn hệ số 10, điều này cho thấy thời gian đánh giá của SVM hoàn toàn chiếm ưu thế trong thời gian tính toán SMO. Mã sản phẩm chấm thưa thớt chỉ tăng tốc độ phân đoạntheo hệ số xấp xỉ 1,1, cho thấy việc đánh giá các bước QP số chiếm ưu thế trong tính toán khối. Đối với trường hợp phân tách tuyến tính, hoàn toàn không có hệ số nhân Lagrange ở giới hạn, đây là trường hợp tồi tệ nhất đối với SMO. Do đó, hiệu suất kém của SMO không thưa thớt so với chunking không thưa thớt trong thí nghiệm này nên được coi là một trường hợp tồi tệ nhất.

Thí nghiệm thưa thớt so với không thưa thớt cho thấy một phần của sự vượt trội của SMO so với chunking đến từ việc khai thác mã sản phẩm chấm thưa thớt. Đối vớitunately, nhiều vấn đề trong thế giới thực có đầu vào thưa thớt. Ngoài các bộ dữ liệu từ thực được mô tả trong phần 3.1 và phần 3.2, mọi vấn đề được định lượng hoặc mã hóa thành viên mờ sẽ thưa thớt. Ngoài ra, nhận dạng ký tự quang học [12], nhận dạng ký tự handwritten [1], và hệ số biến đổi sóng của hình ảnh tự nhiên [13] [14] có xu hướng được thể hiện tự nhiên dưới dạng dữ liệu thưa thớt.

Tập dữ liệu nhân tạo thứ hai trái ngược hoàn toàn với tập dữ liệu dễ dàng đầu tiên. Tập thứ hai được tạo ra với các điểm đầu vào nhị phân 300 chiều ngẫu nhiên (10% "1") và nhãn đầu ra ngẫu nhiên. Do đó, các SVM phù hợp với tiếng ồn tinh khiết. Giá *trị C* được đặt thành 0,1, vì vấn đề về cơ bản là không thể giải quyết được. Kết quả cho SMO và chunking áp dụng cho một SVM tuyến tính được hiển thị dưới đây:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Kích thước bộ đào tạo | Thời gian SMO | Thời gian phân đoạn | Số vectơ hỗ trợ không ràng buộc | Số lượng vectơ hỗ trợ ràng buộc |
| 500 | 1.0 | 6.4 | 162 | 263 |
| 1000 | 3.5 | 57.9 | 220 | 632 |
| 2000 | 15.7 | 593.8 | 264 | 1476 |
| 5000 | 67.6 | 10353.3 | 283 | 4201 |
| 10000 | 187.1 | N/a | 293 | 9034 |

Tỷ lệ cho SMO và chunking cao hơn nhiều trên tập dữ liệu thứ hai. Điều này phản ánh độ khó của vấn đề. Thời gian tính toán SMO có thang đo *là ~ N*  1,8, trong khi thời gian tính toán khối có quy mô là *~ N*  3,2. Tập dữ liệu thứ hai cho thấy SMO vượt trội khi hầu hết các vectơ hỗ trợ bị ràng buộc. Do đó, để xác định sự gia tăng tốc độ gây ra bởi mã sản phẩm chấm thưa thớt, cả SMO và chunking đều được kiểm tra mà không có mã sản phẩm chấm thưa thớt:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Kích thước bộ đào tạo | Thời gian SMO  (thưa thớt) | Thời gian SMO  (không thưa thớt) | Thời gian chunking (thưa thớt) | Thời gian chunking (không thưa thớt) |
| 500 | 1.0 | 6.0 | 6.4 | 6.8 |
| 1000 | 3.5 | 21.7 | 57.9 | 62.1 |
| 2000 | 15.7 | 99.3 | 593.8 | 614.0 |
| 5000 | 67.6 | 400.0 | 10353.3 | 10597.7 |
| 10000 | 187.1 | 1007.6 | N/a | N/a |

Trong trường hợp SVM tuyến tính, mã sản phẩm chấm thưa thớt tăng SMO khoảng 6, trong khi chunking chỉ tăng lên tối thiểu. Trong thử nghiệm này, SMO nhanh hơn chunking ngay cả đối với dữ liệu không phân biệt.

Tập dữ liệu thứ hai cũng được thử nghiệm bằng cách sử dụng SVM Gaussiantha t có phương sai là 10. Giá *trị C* vẫn được đặt thành 0,1. Kết quả cho các SVM Gaus được trình bày trong hai bảng dưới đây:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Kích thước bộ đào tạo | | Thời gian SMO | | Thời gian phân đoạn | | Số vectơ hỗ trợ không ràng buộc | | | Số lượng vectơ hỗ trợ ràng buộc | |
| 500 | | 5.6 | | 5.8 | | 22 | | | 476 | |
| 1000 | | 21.1 | | 41.9 | | 82 | | | 888 | |
| 2000 | | 131.4 | | 635.7 | | 75 | | | 1905 | |
| 5000 | | 986.5 | | 13532.2 | | 30 | | | 4942 | |
| 10000 | | 4226.7 | | N/a | | 48 | | | 9897 | |
| Kích thước bộ đào tạo | | Thời gian SMO  (thưa thớt) | | Thời gian SMO  (không thưa thớt) | | Thời gian chunking (thưa thớt) | Thời gian chunking (không thưa thớt) | |
| 500 | | 5.6 | | 19.8 | | 5.8 | 6.8 | |
| 1000 | | 21.1 | | 87.8 | | 41.9 | 53.0 | |
| 2000 | | 131.4 | | 554.6 | | 635.7 | 729.3 | |
| 5000 | | 986.5 | | 3957.2 | | 13532.2 | 14418.2 | |
| 10000 | | 4226.7 | | 15743.8 | | N/a | N/a | |

Đối với svm Gaussian phù hợp với tiếng ồn tinh khiết, thời gian tính toán SMO quy mô *là ~ N*  2,2, trong khi thời gian tính toán khối có quy mô *là ~ N*  3,4. Vỏ tiếng ồn tinh khiết mang lại tỷ lệ tồi tệ nhất cho đến nay, nhưng SMO vượt trội hơn so với khối lượng theo nhiều thứ tự trong scaling. Tổng thời gian chạy của SMO vẫn vượt trội so với chunking, ngay cả khi áp dụng cho dữ liệu không thưa thớt. Sự co thắt của dữ liệu đầu vào mang lại tốc độ xấp xỉ hệ số 4 cho SMO cho trường hợp phi tuyến tính, điều này chothấy sản phẩm chấm speed vẫn đang thống trị thời gian tính toán SMO cho phi tuyến tính

SVM

# 4 KẾT LUẬN

SMO là một thuật toán đào tạo cải tiến cho SVM. Giống như các thuật toán đào tạo SVM khác, SMO chia nhỏ một vấn đề QP lớn thành một loạt các vấn đề QP nhỏ hơn. Không giống như cáclgorithms khác, SMO sử dụng các vấn đề QP nhỏ nhất có thể, được giải quyết nhanh chóng và phân tích, thường cải thiện đáng kể thời gian mở rộng và tính toán của nó.

SMO đã được thử nghiệm trên cả các vấn đề trong thế giới thực và các vấn đề nhân tạo. Từ các thử nghiệm này, những điều sau đây có thể được suy ra:

* SMO có thể được sử dụng khi người dùng không dễ dàng truy cập vào gói lập trình bậc hai và / hoặc không muốn điều chỉnh gói QP đó.
* SMO hoạt động rất tốt trên SVM, nơi nhiều hệ số nhân Lagrange bị ràng buộc.
* SMO hoạt động tốt cho SVM tuyến tính beca sử dụng thời gian tính toáncủa SMO bị chi phối bởi đánh giá SVM và việc đánh giá SVM tuyến tính có thể được thể hiện dưới dạng một sản phẩm chấm duy nhất, thay vì tổng hợp các hạt nhân tuyến tính.
* SMO hoạt động tốt cho SVM với đầu vào thưa thớt, ngay cả đối với SVM phi tuyến tính, bởi vì thời gian tính toán hạt nhân điện tử thứcó thể được giảm, tăng tốc trực tiếp SMO. Bởi vì chunking dành phần lớn thời gian của nó trong mã QP, nó không thể khai thác tuyến tính của SVM hoặc sự thưa thớt của dữ liệu đầu vào.
* SMO sẽ hoạt động tốt cho các ems probllớn, bởi vì quy mô của nó với kích thước tập huấn luyện là tốt hơn so với chunking cho tất cả các vấn đề thử nghiệm đã thử cho đến nay.

Đối với các bộ thử nghiệm khác nhau, thời gian đào tạo của SMO theo kinh nghiệm quy mô *giữa ~ N* và *~ N*  2,2. Thời gian đào tạo của vảy khối giữa *~N*  1,2 và ~ *N*  3,4. Việc mở rộng SMO có thể tốt hơn một đơn hàng so với chunking. Đối với các bộ thử nghiệm trong thế giới thực, SMO có thể nhanh hơn 1200 lần đối với SVM tuyến tính và hệ số nhanh hơn 15 lần đối với SVM phi tuyến tính.

Vì dễ sử dụng một tỷ lệtốt hơn với kích thước tập huấn luyện, SMO là một ứng cử viên mạnh mẽ để trở thành thuật toán đào tạo SVM tiêu chuẩn. Các thí nghiệm đánh giá nhiều hơn so với các kỹ thuật QP khác và heuristics Osuna tốt nhất là cần thiết trước khi kết luận cuối cùng có thể được rút ra.

# XÁC NHẬN

Cảm ơn Lisa Heilbron đã hỗ trợ chuẩn bị văn bản. Cảm ơn Chris Burges đã chạy một tập dữ liệu thông qua mã gradient liên hợp dự kiến của mình. Cảm ơn Leonid Gurvits đã chỉ ra sự giống nhau của SMO với các phương pháp Bregman.
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# PHỤ LỤC: DẪN XUẤT GIẢM THIỂU HAI VÍ DỤ

Mỗi bước của SMO sẽ tối ưu hóa hai hệ số Lagrange. Không mất tính tổng quát, hãy để hai hệ số nhân này được α1 và α2. Do đó, hàm Ψ mục tiêu từ phương trình (11) có thể được viết là

Ψ = 21 *K*11α12 + 21 *K*22α22 + *sK*12α1α2 + *y*1α1 1*v*  + *y*2α2*v*2 − − +Ψα1 hằng số α2 , (24)

đâu

r r

*Kij*  = K *x*  *x*( *i* , *j*  ),

## *vi* = ∑*N* y *j* *j* *Kij* = *ui* +*b* − *y K* *i* − *y K* *i* , (25)

*j*=3

và các biến có gắn dấu sao cho biết các giá trị ở cuối lần lặp trước đó. Ψ là các thuật ngữ không phụ thuộc vào α1 hoặc α2.

Mỗi bước sẽ tìm thấy mức tối thiểu dọc theo đường được xác định bởi ràng buộc bình đẳng tuyến tính (6). Ràng buộc bình đẳng tuyến tính đó có thể được thể hiện dưới dạng

α1  + *s*α2  =α1\*  + s *α*\*2  = *w*. (26)

Hàm khách quan dọc theo ràng buộc bình đẳng tuyến tính có thể được thể hiện chỉ α2:

Ψ = 21 *K*11(*w*−  *s*α2 )2 + 21 *K*22α22 + *sK*12 (*w*−  *s*αα2 ) 2

(27)

+ *y w*1( − s *α*2 )*v*1 − +*w s*α α α2 + *y*2 2*v*2 − +2 hằng số Ψ.

Cực chi của hàm mục tiêu ở *mức d*Ψ

= −*sK*11(*w*  −  *s*α2 ) + *K*22α α2 −  *K*12 2 + *sK*12 (*w*−  *s*α2 ) − y *v*2 1 + *s*+ y *v*2 2 −1= 0. (28) *d*α2

Nếu dẫn xuất thứ hai là dương, đó là trường hợp thông thường, thì tối thiểu α2 có thể được thể hiện dưới dạng

α2  (*K*11  + *K*22  − 2*K*12  ) = s *K*( 11  −  *K*12  )*w*+ y *v*2  ( 1  − + −*v*2  ) 1 *s*. (29)

Mở rộng phương trình cho *năng suất w* *và* v

α2 (*K*11 + *K*22 − 2*K*12 ) =α\*2 (*K*11 + *K*22 −2*K*12 ) + y *u*2 ( 1 −*u*2 + *y*2 −  *y*1). (30)

Nhiều đại số mang lại phương trình (16).