Data Mining Project Log (Baseball: Strike/Ball)

4/17/2021

* Data Cleaning
  + Get rid of unnecessary fields:
    - Unique ID fields.
    - Fields with same value throughout data set.
  + Move predicted attribute to last position.
  + Set defined prediction values with vlookup in excel: Strike or Ball:
    - If the ball was called strike, it was swung at, fouled, or hit 🡪 Then I will want to predict strike for this project.
    - If called ball, hit by pitch, or ball in dirt 🡪 Then ball.
  + Set up files I might need:
    - Excel file
    - CSV file
    - Arff file
  + Use Weka Preprocess for files I might need
    - Numeric
    - Discretized version (bins = 4; FindNumBins = True; rest are defaults)
    - Remove missing (too many missing values to remove I think, not applicable)
    - Fully Discretized Replace missing values (default settings)

4/18/21

\*\*\*\*\*\*\*\*Experiment 1 was redone in Experiment 2 due to more Data cleaning needing to be done\*\*\*\*

* Experiment 1 (Find a potential baseline model)
  + Using 10 fold cross-validation for all models
    - Chance for predicted attribute is 50%
    - Numeric ZeroR (63.6364 %; default settings)
      * Predicted Strike
    - Discretized ZeroR (63.6364 %; default settings)
      * Predicted Strike
    - Numeric OneR (68.1818 %; default settings, 6 MinBucketSize)
      * Uses px
    - Discretized OneR (72.3485 %; default settings, 6 MinBucketSize)
      * Uses pz

Test Accuracy Table For Experiment 1:

|  |  |  |
| --- | --- | --- |
|  | Numeric | Discretized |
| OneR | 68.1818% | 72.3485% |
| ZeroR | 63.6364% | 63.6364% |

* + ZeroR will be my baseline for comparisions, as I am afraid OneR is getting too high of an accuracy rate to be a baseline model.

\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*

4/21/2021

* Experiment 2: More data cleaning, Redo file set up, and Redo baselines models. (Reworking Experiment 1)
  + Models were using fields that I did not know what they necessarily meant such as pz and px. More data cleaning needs to be done so I know what all the attributes are and I can fully understand the models. That is the difference between Experiment 1 and 2
  + Reworked Files in Second Arff files folder:
    - Numeric
    - Discretized version (bins = 4; FindNumBins = True; rest are defaults)
    - Fully Discretized Replace missing (default settings)
  + Baseline Redo: Using 10 fold cross-validation for all models
    - Chance for predicted attribute is 50%
    - Numeric ZeroR
      * 63.6364% test accuracy
      * Default settings
      * Mean absolute error: 0.4632
      * Predicting majority class which is Strike
      * Much higher accuracy than pure chance
    - Discretized ZeroR
      * 63.6364 % test accuracy
      * Default settings
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* + - * Predicting majority class which is Strike
      * Much higher accuracy than pure chance
    - Numeric OneR
      * 70.0758 % test accuracy
      * Default settings with 6 MinBucketSize
      * Mean absolute error: 0.2992
      * Uses zone attribute to make its predictions
      * Accuracy is even higher than ZeroR, this may be too high of a baseline
    - Discretized OneR
      * 74.6212 % test accuracy
      * default settings with 6 MinBucketSize
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* + - * Uses zone attribute to make its predictions
      * Highest accuracy seen of the potential baselines. I am afraid using OneR as a baseline for comparison may be too optimistic, so therefore ZeroR will be my baseline for the project.

Test Accuracy Table For Experiment 2:

|  |  |  |
| --- | --- | --- |
|  | Numeric | Discretized |
| OneR | 70.0758 % | 74.6212 % |
| ZeroR | 63.6364% | 63.6364% |

* + ZeroR will be my baseline for comparisions, as I am afraid OneR is getting too high of an accuracy rate to be a baseline model.
  + I am very pleased with this experiment, as the algorithms that I believe are the simplest are doing very well. This gives me optimism for the algorithms to follow because we have a good baseline in ZeroR and OneR did performed very well in terms of test accuracy.

4/22/2021

* Experiment 3: Starting off with Rules
  + - Numeric OneR
      * 70.0758 % test accuracy
      * Default settings with 6 MinBucketSize
      * Mean absolute error: 0.2992
      * Uses zone attribute to make its predictions. This model uses high zone numbers to make its predictions instead of utilizing the whole zone.
      * Model does fairly well, by using one attribute we were able to predict correctly at a 70% rate.
    - Discretized OneR
      * 74.6212 % test accuracy
      * default settings with 6 MinBucketSize
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* + - * Uses zone attribute to make its predictions as well but utilizes more zone numbers since the values are bucketed.
      * Better accuracy than numeric model. My theory for this is because the discretized version has values bucketed and forces OneR to use a wider range of zone values.
    - Discretized Missing Replaced OneR
      * 73.4848 % test accuracy
      * default settings with 6 MinBucketSize

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOoAAABECAIAAAAA4D6HAAAAAXNSR0IArs4c6QAAB95JREFUeF7tXVuCqyoQdO5y4iznOLOcmOWceJYTs53cblQeCgIKUTqdv3EQ+lFCo1X69Xq9Kv5xBMqMwH9lms1WcwQwAgxfxkHBEWD4Fpw8Np3hyxgoOAIM34KTx6YzfBkDBUeA4Vtw8tj0IuDb376/fjqCyULHxl8+/4ZBbP1rw3/f+im+7varGcDTtF7ek60i4PueUBwwSn19wGOj1705YOyqv/22VSsMeL0e1/oIG/aOyfCdR7D7ef8ksjeLq+cP18jyEnn2fd38WaLW1T6rkRs7TwZfyHrmdVAtddkWWnTi59n+zTEVaSt1yPXhiqd23CgIrMdji5OV9qp/s0KQx79bWX6sYTHWLw+uh7Vj5+/R1s197AMv83pak3b2O54O3aMXwxDiDzlamgFkv4kNl9aJuc9pNP7X+Kcrnui7zUTXcS0lWv+WWsU0bWGPfkDPr37cY8NQojhwEnKuNdNVuvxPPYFPiVGA3pnhzzBAlmvCjp95zBdwMRpo8RSXrsV31/HV4d15mttjtpRYM0EXDcEAv7zgTFQ86CtjtqVdW0f6/rmxWrKd1v/rXAufvibri7XruNWq/vmsmiZmf+aIJ5SlD9huDbcrtEXcdTxNjND8fhwUx9WrhMslassX6ZfX/iTw7X6+1R42+z4ao1nXF69r4Q3EZuXRPi2bNmNV1VZd13HnoM9nUGkozl+L53izAswFGGszhet4eBTW939mOShvVMS4tcmvdfuTwFcfovvJPPt2t7Zvruk3V5j/+wUmmfQ3L+s/Td23v+rWagSmXPGsL/YL2HU8Ysh508H82+LGOw7Vd//EZYlXXPj1KU6w4yTSfm95EdJg3FuhH3XbZql9VUwzbNt0H9OX7tOuRbkwlq9a2Mb/Lf9hxNPYdGk1sOO4s39h0dLRlfbmv+TQ8jAcCQicCycuv7zY+4IWOy5MPpUjcGQEkhcPRzrDY39aBBi+n5ZxUv4yfEml89OcYfh+WsZJ+cvwJZXOT3OGMnzJccc+DZx+fynD1+89tyg8AivwtbPurcQ5/VH2bl2E6kw+/zL6N572Fx5+p/mGx/ueAy7zeIgwIkumHPBFkP4CzWQ2JhwGOqwg6BvP3KcH7uJZzq7Hxrjgd41NAqA9bCtUGhCcQIDXd3uZGKimFIIO9ILDsdLQCl8AYHUH/cj8qXrXdfXE5a6v16bqbovn+Je6rqJ4HLpxiPzmTh2dvrwJAlwcQ22ty5LUE77QzP9vhS9MdDb5FaC3kgS5/oYcjgVxEUNvlaCEGBZPLAzpNU+bjOoSwVpZzgxDEYDMGMVeHMuKUcs62WQrulxEqrFXOQ25VBV5ori318it20BUFAtYfzVoHKPbyJzcrLVB9VVdSfWtS5Wyibm1N1DG+RCArpFccGBbrZtkkIMHSdUqLQ8WoBY4XjOB8DCLzjjiinkHg9zqoUU1sdt8UlBRpaBcc1zwsDiEdXdg9AD7bl/RnTTk9s4i4VtVT4QuVqez+XkqTR9Nt1XVPtCib9XfkaKlCK1GbQ15PTqsYI90P2CVt3DkPOJiueAL5IdRUKeqS/AYA+j8kElRYataTRSHUBOKX3OFS2ikQ74BiNuGiIRv30JxOl2sMFkuBx1qYigz4n8Yd1lbV46OmjtkPiQ78eNHnBGnLomdfSdDBOxhug3aDKvLCE/zau8hk1CGGNfemqoiIjbvbBoDX9yVwUU5rVcrlep2McQMmJaOcNiDf7HqkvjZV3NQVMKbN8POSCFlF+8SzRaymZDu7LvoGPgaNxvwJRe9ZeHEmWLr3g3XK7llsXckhlUr3ME4huGDZsY9ZuJKpgVUlzjs6VbUB1BjQ4U2Idilqtg7TM7zbYT2MNa9mlOM9jvFEGrVc6gJwvsPoP976fz2BnnVJbPwL5TFWmGgqTMscXHl0dj+Db3JrcvwToLxl1jQvTHaK6dRVlsMe/Gzr3855ybyfccUD+SDwQ6WFgGGb2kZY3u1CFAuHjjR5CPAsy/5FFN2kOFLObvkfaMMX1ZbMHzJR4AdLDgCaWbfdGqIlRckb/zmQobk5P7WxiycfsaOK2qxr6fOEKu8XaaBr/7cBlkmG1+gh/y9SWqBL3xUz+Md6o+8sTm0d+11315CJtCb7N/I8BEmD/UwxeDp4LvfGqS6S0YQEiym1xq61B/7hyyghwBCZgFeZDLxTPCdETCV7Mih/sgUktBu3/CtDTAFVS06BSqjyiPU8RO1Swdf9Y2OrWoInGck4UxQy04UqLkpsKL310Gz6uXjbuH7SuGPLl+JVHmcOHyJTEsD30RqiJHAJ9Q0vxWwJxM5maMbuSIIGuk6H3cL31fVvppoJ1LlkcPvc/WZBr6aT/vUEOo6eFxBU6GUoeeK2sKadfnHltlXDmGIduJUHicPWgLzksO3SqWGQJp2EdsW/7c2tsy+ttzGqjwS4OPkXaSGbyI1BEpe4Y0PXsXWCaKb61sbk2vYv0W+kl3lcYLQBpiQhAGvwyxcDbEcWvUz/0rfzJMgGUA2tYWpYtjjsFfMAX7rrxdS2wH9mxdrqgozcEFxSwKJ93RCmTDJaouA6avsJqmLh7KjwdYXFgGGb2EJY3P1CFAuHjjT5CPAsy/5FFN2kOFLObvkfWP4kk8xZQcZvpSzS943hi/5FFN2kOFLObvkfWP4kk8xZQcZvpSzS943hi/5FFN2kOFLObvkffsfdkNTBlX80CEAAAAASUVORK5CYII=)

* + - * Uses zone attribute to make its predictions. Basically the same model as the first discretized version, but slightly lower accuracy because some missing values were replaced with artificial data.
    - Numeric JRip
      * 80.303 % test accuracy
      * Default settings
      * Mean absolute error: 0.2796
      * Only Zone and Last Pitch at bat attributes used
      * Very simple rule set for JRip, but the accuracy is very high. Interesting to see that we can get 80% correct on test instances using these 2 attributes. What the model is telling me is that if the pitch is high in the strike zone and it is not the last pitch in the at bat, then ball. Otherwise predict strike. This makes sense to me because high pitches have a good chance of sailing above the strike zone. Also if it is not the last pitch in the at bat, then pitchers have more pitches to utilize so they are not pressured to throw a strike.
    - Discretized JRip
      * 81.4394 % test accuracy
      * Default settings
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      * Model is very similar to numeric model, because it uses the same 2 attributes (zone and last pitch in at bat indicator) to make its predictions. The rule set is basically the same, but the difference is that the cutoffs in the buckets for the discretized dataset allow more data to be in the rule set and therefore we have more of a chance to fine tune to predict correctly. I believe the simplicity in the rule set is a benefit here, because a strike does not need to rely on a ton of complexities in the data.
    - Discretized Missing Replaced JRip
      * 80.303 % test accuracy
      * Default settings
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      * Model is the exact same as the Discretized with missing values, but artificial data replaced all missing values. I believe this is the reason for the slight drop in accuracy. The data was just skewed slightly in a way were we miss-classified some records.
    - Discretized Missing Replaced Prism
      * 61.3636 % test accuracy
      * Default settings
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      * Discretized with Missing’s Replaced is the only applicable dataset for Prism
      * This Prism model is fairly complex. It is using many attributes throughout the rule set including fields such as pitchers and batters. The first few rules make total sense to me as the human in the loop. The rules without batter and pitcher names make sense in their predictions as the human in the loop as well. Some examples of predictions include if a pitch height is not too high and not too low, then predict strike; If a pitch is a knuckle curveball within the first 3 innings then predict ball, and many others that make sense as pitch outcomes. These two are very likely outcomes for the inputs given for a given pitch. Where the model starts to fall off, is when it tries in to get granular in the player data. Prism is trying to tie in a specific batter and pitcher for whether a pitch is a strike or not. This could be good information to know, but the accuracy is not as high as some other models. This tells me a lot about my data, in the fact that we do not need very complex models to come out with a high accuracy for predictions, but instead may be better suited with a simpler model. Prism on this dataset did worse than our baseline, making it not a very reliable model in terms of this project.

Test Accuracy Table For Experiment 3: Rules

|  |  |  |  |
| --- | --- | --- | --- |
|  | Numeric | Discretized | Dicretized Missing removed |
| OneR | 70.0758 % | 74.6212 % | 73.4848 % |
| JRip | 80.303 % | 81.4394 % | 80.303 % |
| Prism | N/A | N/A | 61.3636 % |

* + I am mostly pleased with this experiment. I am disappointed with the outcome of Prism, but I expected some of the more complex algorithms to overcomplicate the data. However, JRip has the best accuracies I have seen so far across the board. I am excited from the insights I was able to draw from OneR and JRip, and Prism gave me some valuable information even for having a low accuracy.
  + I Next want to try Trees because the models between trees and rules are somewhat similar in the fact the trees have a rule for a given node in the tree. I think it will be useful compare the models and accuracy between trees and rules.
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* Experiment 4: Trees
  + I decided to try the Decision Stump algorithm based on the fact that I thought It would be a good starting point for tree model driven algorithms. I thought Decision Stump would be a good starting point because it uses one attribute to form the tree model. It is a simple tree model that uses the root attribute to base its predictions from by creating as many leaf’s as needed to develop predictions based on that given root. I would compare it to OneR with rules because they both use 1 attribute for predictions.
    - Numeric Decision Stump
      * 72.3485 % test accuracy
      * Default settings
      * Mean absolute error: 0.3222
      * Here we have another model that is using the zone attribute. Zone seems to be a popular choice for the algorithms to base their predictions on. However, the zone field is not a dead give away if the pitch is a ball or strike because the algorithms are not classifying at 100%. The accuracy is comparable to OneR in the 70% range, but Decision Stump does slightly better in this case.
    - Discretized Decision Stump
      * 74.6212 % test accuracy
      * Default settings
      * ![](data:image/png;base64,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)
        + A lot more predictions for ball when it was actually strike than vice versa.
      * The model is similar to the numeric model in the fact that it uses the zone attribute again. However, the buckets for the discretized data make the thresholds a bit different. For the numeric data the threshold was zone at 8.5 above ball, below stike. For discretized the threshold was if zone is in the highest range , 10.75-infinity, then ball otherwise strike. Both had missing values classified as strike. The discretized came out with a slightly higher accuracy. Again, comparing to OneR the discretized sets had virtually the same accuracy and numeric sets were very close.
    - Discretized Missing’s Replaced Decision Stump
      * 73.4848 % test accuracy
      * Default settings
      * ![](data:image/png;base64,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)
      * The model is the same as the discretized version, however we are not predicting strike for missing values anymore because there are none. Instead, by looking at the confusion matrices we are predicting ball more often. This is where I believe the slight drop in accuracy is coming from. All models with Missing’s Replaced have had about a 1% drop in accuracy compared to the Discretized with missing’s so far.
    - Next, I will try J48 to look at a more complex algorithm within the tree algorithm set.
    - Numeric J48
      * 79.5455 % test accuracy
      * Default settings
      * Root mean squared error: 0.3951
      * This model is more complex than the Decision Stump model as expected. The model derived same very good insights though as the human in the loop. It using some attributes that I believe greatly impact whether a given pitch is a strike or not such as pitcher pitch type confidence, last pitch in at bat, amount of strikes, and amount of balls. The model also uses zone as the root node and in a few other spots throughout the tree. My take home message from this model is that if the zone is not too high and if the pitcher is at least 88% confident in that pitch type, then predict strike. If the zone is high, there are no strikes in the at bat, and there is not a lot of break on the ball then predict ball. If there is a lot of break on the ball with the same predecessors, then predict strike. This raises a little bit of concern on that part of the tree because pitches are harder to control with more spin on the ball so more break leading to a strike is not a great correlation. However, this does not cause enough concern to where I do not trust the model.
    - Discretized J48
      * 81.8182 % test accuracy
      * Default settings
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      * This model is different from the numeric data with J48. It is a bit simplified by only using 2 attributes, zone and last pitch in at bat, as well as being a smaller overall tree. My take home message from this model is that it is saying any pitch that is not overly high, predict strike. If the pitch is high, and it is not the last pitch in the at bat, then ball. If the pitch is high and it is the last pitch in the at bat, then predict strike. Some of the model I agree with, in the fact that pitchers will tend to try to throw a strike if it is the last pitch possible in the at bat to try and get the batter out. Where I am bit questionable is that the model is not taking into account if the pitch is low. The model is still giving some valuable insight so I will not say it is unreliable, but this is a case where it is necessary to have a human in the loop to dissect these trends. The model did very well in accuracy so it is drawing relevant conclusions.
    - Discretized Missing’s Replaced J48
      * 81.0606 % test accuracy
      * Default settings
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      * This model with missing’s replaced is the same as the discretized data set with J48. The difference comes in missing data being replaced which again lead the algorithm to predict ball more often which lead to a slight decrease in accuracy.
    - Discretized Missing’s Replaced ID3
      * 59.4697 % test accuracy
      * Default settings
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      * Discretized with Missing’s Replaced is the only applicable dataset for ID3
      * ID3’s model is very comparable to Prism with the Discretized with missing values replaced data set. The accuracy of the model is below our baseline from ZeroR and the details of the model are complex. This is another case where the algorithm is trying to base whether a pitch is a ball or strike or not based off of batter names in a lot of cases. The model uses multiple attributes throughout such as score, inning, pitch number within at bat, balls, strikes, pitch break, pitch type, and ball spin direction. Complexity in this model is hurting the classification accuracy, because as I saw before this data can be analyzed more efficiently with simpler methods. Some of the information within the tree could be useful to know such as whether a given pitch type such as a slider will be a ball or strike when thrown against a given batter. The information is not useless, but in terms of accuracy the model is underperforming compared to the others.
* Test Accuracy Table For Experiment 4: Trees

|  |  |  |  |
| --- | --- | --- | --- |
|  | Numeric | Discretized | Dicretized Missing removed |
| Decision Stump | 72.3485 % | 74.6212 % | 73.4848 % |
| J48 | 79.5455 % | 81.8182 % | 81.0606 % |
| ID3 | N/A | N/A | 59.4697 % |

* + This is another case of mixed reactions to the models. I cannot expect every model to great, but like Prism, ID3 struggled. I believe I was still able to derive valuable insights from all the models which is a plus for the experiment. Decision Stump did well and J48 did very well too.
  + Next, I want to go to Naïve Bayes, IB1, and KStar. These models will look different and most likely will not be comparable in terms of model details compared to rules and trees. Experiment 5 can be thought of in terms of trying miscellaneous models that are not necessarily in the same group of algorithms.
* Experiment 5: Naïve Bayes, IB1, and KStar
  + - Numeric Naïve Bayes
      * 73.8636 % test accuracy
      * Default settings
      * Mean absolute error: 0.2813
      * Naïve Bayes is a direct contrast to algorithms that we have seen earlier such as OneR and Decision Stump that only use 1 attribute. Naïve Bayes takes into account all attributes and assumes they are equally important to the prediction as well as being independent from each other. This model does fairly well with a classification rate of 73%.The model gives some valuable insights on both nominal attributes and numeric attributes within the dataset. An example of an insight I was able to gain from the model is that sliders where very productive in this data because it was thrown 90 times and 60 of the sliders were strikes. Another example of an insight I was able to take away is that the average strike had a break angle of about 15 where as balls had an average break angle of about 17. This makes sense because the more break a ball has on it, the less accuracy the pitcher will have on the pitch leading to more balls.
    - Discretized Naïve Bayes
      * 72.7273 % test accuracy
      * Default settings
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      * There is a minor drop off in accuracy of the discretized set with Naïve Bayes compared to numeric. However, this model is producing valuable insight as well. I am able to derive some helpful knowledge about whether a given pitch will be a strike or not. One example is that if the pitch is the last pitch in the at bat, it is vastly more likely to be a strike as compared to a ball. Another example is that high pitches are more likely to be a ball than a strike because the hitters are not swinging and the umpire is declaring that it is not in the strike zone.
    - Numeric IB1
      * 53.4091 % test accuracy
      * Default settings
      * Mean absolute error: 0.4659
      * This algorithm uses the nearest neighbor to classify a given test instance. It will find the training instance closest to the test instance and base the prediction based on the training instances class. The model did not do very will which tells me that similar data for a given record does not mean it correlates to a given prediction. Instead, the data can similar metrics but be classified differently.
    - Discretized IB1
      * 57.9545 % test accuracy
      * Default settings
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      * The increase in accuracy with the discretized data set tells me that the bucketing of the numeric data helped in this algorithm. The numeric data allowed for more discrepancies between similar records whereas the bucketed data allowed the algorithm to predict correctly more often.
    - Numeric KStar
      * 61.7424 % test accuracy
      * Default Settings
      * Root mean squared error: 0.5983
      * KStar using a similarity function to find similar training instances for a given test instance. KStar uses an entropy-based distance function to find similar training instances for predictions. The model does better than IB1 which only found the most similar training instance, but the accuracy is still below our baseline from ZeroR. Again, this tells me there does not need to be a lot of similarities for a given record to be classified as a certain outcome.
    - Discretized KStar
      * 59.0909 % test accuracy
      * Default settings
      * ![](data:image/png;base64,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)
      * Unlike with IB1, the Discretized data set did worse with KStar. I would say this is because the algorithm is not just finding 1 similar training instance, but instead multiple similar training instances. For this algorithm the granularity within the data helps to find the most similar training instances which is why I believe there is a drop in accuracy.
* Test Accuracy Table For Experiment 5:

|  |  |  |
| --- | --- | --- |
|  | Numeric | Discretized |
| Naïve Bayes | 73.8636 % | 72.7273 % |
| IB1 | 53.4091 % | 57.9545 % |
| KStar | 61.7424 % | 59.0909 % |

* + This experiment was a surprise to me. Naïve Bayes performed well, but IB1 and KStar struggled with the data as they did not even outperform my baseline model in ZeroR. This tells me that similar data records are not interchangeable when it comes to making predictions. Similar data can produce different results which is not necessarily a good thing because it can make it slightly harder to draw conclusions.