课题来源及意义：

Deep Reinforcement Learning (DRL)由于其既有Deep Learning的表示能力，同时也具有Reinforcement Learning的 trial-and-error 的学习能力，被视为通往AGI的一种方法和手段。但由于Deep Learning在训练模型需要巨大的计算量，同时Reinforcement Learning在前期的学习过程中无法产生高质量的训练数据，使得DRN在实际运用时，面临着Policy震荡，不能学习到最优策略，训练时间长等问题。

Multi-agent System中包含多个agent的交互与控制，被广泛运用于智能机器人，交通控制，分布式预测、监控及诊断等具有高价值的领域。但是由于具有多个agent，不同agent可能具有不同或相同的目标，为获得最优策略，agent必须根据其他agent的行为来调整策略。为了将DRN有效运用Multi-agent System中就必须解决DRN收敛速度的问题。

所以设计一种高效算法加速DRN的收敛速度具有现实意义。

国内外发展状况：

2013年，Volodymyr Mnih等人在NIPS发表《Playing Atari with Deep Reinforcement Learning》，首次提出Deep Q-learning的概念，同时将DRN运用在Atari的游戏上，第一次在end-to-end的游戏控制上达到了人类的水平，并在2015年NATURE 杂志上发表《Human-level control through deep reinforcement learning》进一步改进网络结构，提高性能。为了进一步减小对于Q值估计的偏差，在2015年，Hado van Hasselt 等人提出了Double Q-learning 学习方法。同时为了解决在序列决策中reward稀疏所带来的Experience reply效率低下的问题，Tom Schaul等人在2016年提出使用Prioritized Experience Reply来改变Memory抽样策略。Ziyu Wang等人在2016年提出一种新的网络结构，将Q值分解为state-value和advantages for each action，提高了DRN在Atari上最后效果。为了改进DRN的学习速度，Volodymyr Mnih等人在2016年提出一种异步学习算法：asynchronous advantage actor-critic（A3C）。

此外，结合DRN和Monte Carlo tree search的AlphaGo在2015年4:1击败顶尖职业棋手李世乭，代表着DRN在实际运用中具有重要的价值。

研究目标：

改进已有DRN网络结构，设计新的学习目标，加速DRN的收敛速度，同时探索在Multi-agent System下基于DRL的协作算法设计。

研究内容：

探索如果在已经有一部分Demonstration的情况下，如何设计网络结构与学习目标，加速DRN的收敛速度与提高性能；探索如果不同任务间具有相似性，如何利用已有网络，加速DRN的收敛速度与提高性能。

研究方法与手段：

首先实现《Playing Atari with Deep Reinforcement Learning》中描述的DQN算法，然后在此基础上实现《Deep reinforcement learning with double Q-learning》中改进的DQN算法，同时使用OpenAI提供的gym环境进行学习，在Atari的游戏上验证DQN算法的可行性，对比A3C等其他DRN算法，并调节不同参数，观察分析不同参数对于收敛速率的影响。其次，通过训练出的网络与人来产生示例，尝试利用示例来调整参数，加速DRN网络的收敛速度，或者通过示例来影响DQN算法在前期的动作选择，比如启发选择较优的动作，避免产生低质量的样例。最后，利用已经训练出的网络，并找到相似的任务，尝试使用已有网络加速相似网络的收敛速度。

进度安排：

阅读相关文献，如《Playing Atari with Deep Reinforcement Learning》，《Deep reinforcement learning with double Q-learning》等，并实现最原始的DQN与Double DQN，了解参数意义，同时与A3C等算法进行比较，加深对DRN的认识与学习，同时对比基于表格Reinforcement Learning，进一步深化了解DQN预计一个月左右。

尝试不同方法比如对Memory的添加作限制与过滤，保留有意义的学习样例；采用启发式的学习目标，在前期就可以避免生成低质量的样例；根据不同表现来选择模型更新速度，如在前期的时候可以快速更新网络权重，使得网络调整速度加速，在中后期减小权重更新频率，降低更新权重带来的时间开销等来加速收敛速度，预计一个月左右。

阅读迁移学习的相关文献，尝试找到不同任务相似性的衡量方法，然后使用相似性的度量来利用已有任务训练完的模型来加速未知相似任务的学习速度，同时阅读CNN迁移的相关文献，参试利用已有权重迁移到未知相似任务上，预计一个月左右。

实验方案可行性分析：

目前网上相关的Deep Learning框架有[Caffe](https://github.com/BVLC/caffe)、[CNTK](https://cntk.codeplex.com/)、[TensorFlow](https://github.com/tensorflow/tensorflow)、[Theano](https://github.com/Theano/Theano)和[Torch](https://github.com/torch/torch7)，Keras等，通过使用比较，预计使用Google开源的TensorFlow与Keras进行Deep Learning模型的训练，应该能较好地完成深度学习模型的训练。Reinforcement Learning部分，预计使用keras-rl框架编写与修改。

关于加速传统Reinforcement Learning的方法一直是学术界研究热门，并结合提出一些列加速方法，比如对于基于Boltzmann的策略选择，基于模拟退火的策略选择，采用Demonstration对学习目标的reward-shaping，结合迁移学习对于相似环境的扩展等等。

在Deep Learning中，加速学习速度的方法也是层出不穷，比如随机梯度下降；mini-batch梯度下降；加入Momentum因子一方面加速下降速度，一方面避免陷入局部最优；使用Nesterov，对梯度更新对出校正；Adagrad，对学习率进行约束，Adadelta，添加固定大小的值，近似计算对应的平均值；Adaptive Moment Estimation，Adamax，Nadam等等

所以可以结合已有的加速策略，并进行改进，使其能够适用于DRN的学习框架，可行性较高。

此外，将已有任务的模型运用到未知相似任务中，一方面可以借鉴迁移学习中的概念，另一方面可以借鉴Deep Learning中类似图片风格转移的方法。同样也具有较高的可行性。

具备的实验条件：

指导教师一名，实验室电脑一台(配置：i7-600 cpu, 16G内存，AMD R7 430)，深度学习框架： TensorFlow，Keras，keras-rl，游戏环境：Open AI gym
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