### 1 国内外研究现状

综：

配置优化方面已有的相关工作主要集中在解决传统软件的性能问题，如 Hadoop[1]、Spark[2]、Flink[3]等大数据框架提供了大量参数用以调节框架运行时性能。由于云原生环境下微服务应用具有组件化、依赖复杂等特点，这使得传统软件上相关工作很难被直接迁移到微服务应用中。虽然最近有部分工作开始关注于微服务应用的配置优化问题，但他们主要对微服务应用的资源配置或软件参数进行了独立的考虑，未能对两类配置参数进行协同优化，造成了性能优化空间的损失。

#### 1.1 传统软件配置优化现状

综：

经过多年的发展，大数据已从一个新兴技术领域逐渐转变为社会经济发展中各个领域的重要因素、资源、动力与理念。针对大数据生态中的各个组件，如 Hadoop、Spark、Flink 等，研究人员提出了一系列的方法来优化其性能。同时随着数据量的增加对数据库软件的性能优化也成为了一个重要的研究方向。本节分别对这两方面的相关工作进行介绍。

Mathiya[4]等通过实验证明，相较于 Hadoop 默认的参数配置，良好的自定义参数能够提高集群资源利用率，进而提升系统的性能，证明了对大数据软件进行配置优化具有重要意义。Herdotu 等[5]提出了 Starfish，通过建立精确的成本模型来模拟 MapReduce 的执行过程，并使用一个小型模拟器组件模拟任务调度决策，可以让用户在不熟悉 Hadoop 的内在原理的情况下，也能够对该系统进行优化。该作者还提出了 Elastisizer[6]将作业层面的软件参数与资源配置组合在一起，扩展了 Starfish。通过在小型集群和小型数据集上多次执行 MapReduce 作业，建立了回归树模型对运行成本开销进行预测。并且 Elastisizer 使用递归随机搜索来同时确定最佳集群大小和作业参数配置，以便在请求时间或成本预算内执行完 MapReduce 作业。Liao 等[7]提出了一个基于搜索的 Hadoop 调优系统 Gunther，它将配置优化视为一个黑箱优化问题，使用遗传算法搜索参数配置，可以在不到 30 次的迭代下找到接近最优的参数配置。此外 Gunther 忽略了对性能影响不大的参数以减少搜索时间。

上述工作集中于 Hadoop 框架，除此之外，研究人员还对大数据生态下的其它软件配置优化问题进行了深入研究。Petridis 等[8]提出了一种基于少量实验来调整 Spark 框架参数的试错方法。具体来说，基于文档和过去的执行经验，作者首先选择了 12 个重要的参数，然后在不同的基准应用下测试这些参数对性能的影响。基于测试结果，作者以方块图的形式开发了一种方法，其中包含 7个对性能最具影响力的参数，然后通过从方块图中获取不同的参数配置，执行 Spark 负载进行配置优化。Yu 等[9]为内存数据处理框架（如 Spark）引入了一种参数自动调整方法，作者考虑到了数据量大小和高维参数方面的问题，他们首先提出了一个分层预测模型，该模型由许多分层排列的子模型组成，中心思想是建立几个较简单的模型，而不是单一的复杂模型。接下来，作者采用遗传算法（Genetic Algorithm，GA）来寻找最佳参数配置。Li 等[10]在其研究中提出使用生成对抗网络来优化 Spark 的配置参数，它可以通过使用较少的训练数据来构建性能预测模型，同时不会降低模型的准确性。除此之外，还使用了优化的遗传算法来搜索参数空间，以获得最佳的配置方案，在五个典型的工作负载上，搜索到的参数配置相比默认配置，Spark 性能均得到了提高。此外，Fekry 等[11]提出了 Tuneful 配置优化框架，可对数据处理框架 Spark 进行配置优化。Tuneful 对敏感度分析（Sensitivity Analysis，SA）方法进行了改进，采用多轮 SA 逐步选择关键参数，以提高优化效率。针对 Flink 框架，Guo 等[12]提出了一种引导式机器学习的方法来自动调整 Flink 的配置参数，作者先使用生成对抗网络生成一些样本数据为 Flink 的配置与性能之间建立模型，然后用引导式机器学习算法为 Flink 集群寻找最优配置，与其它基于机器学习的大数据软件自动配置优化方法相比，引导式机器学习的方法可以大大减少训练数据收集和最佳配置搜索所需的时间。Q-Flink[22]是一种适用于混布工作负载下的 Flink 共享资源控制策略，它监测共享资源在混布工作负载中相互竞争的情况，考虑不同工作负载对服务质量(Quality of Service，QoS)的不同要求，然后对共享资源进行分配，以减少作业服务质量的违规率。

随着大数据、云计算、互联网和移动互联网的发展，数据量呈指数级增长。在研究人员对大数据生态软件配置优化问题研究的同时，传统的关系型数据库也难以满足当今海量数据的存储和处理需求。MongoDB、Cassandra 等新型数据库在这个背景下逐渐变得流行起来。它们有着高性能和高可扩展性的特点，能够更好地处理大规模和高复杂度的数据。同时云计算的发展也使得数据库可以更加灵活地部署和扩展，更好地支持数据的分布式存储和处理。正确选择数据库软件的配置参数对提高性能和降低成本至关重要，因此数据库软件的配置优化问题也得到了研究人员的广泛关注。Van等[13]等设计了一个自动调优工具 OtterTune，用于优化数据库管理系统的配置参数。OtterTune 利用历史经验，采用监督和非监督机器学习方法的组合，实现了选择关键参数、建立工作负载映射和生成推荐参数设置的目标。它采用 Lasso 算法选择关键参数，但每次调用需要大量的时间和内存开销，以处理庞大的历史数据。该工具在 MySQL、Postgres 和 Actian Vector 三个数据库管理系统上进行了实验，虽然每个试验的测量时间很短，只有 5 分钟，但是仅仅为了收集初始数据 OtterTune 就花费了三个多月的时间。CGPTuner[14]使用贝叶斯优化对数据库管理系统进行调优，该系统并不需要收集大量初始数据进行引导，并且考虑了 Java 虚拟机、操作系统、物理机等层次的配置参数。在 Cassandra 和 MongoDB 上已经得到了很好的应用。Kanellis 等[15]针对数据库系统，使用分类回归树算法（Classification And Regression Tree，CART）选择关键参数，并且在构建随机森林的过程中可以捕获参数之间非线性的关系。作者通过实验证明只有少数几个关键参数（约 5个）会对系统性能产生较大的影响，并且在不同负载下，关键参数是基本保持一致的，然而关键参数保持一致这个结论在微服务场景下是不成立的。

述：

上述相关研究局限于大数据软件和数据库等传统软件的配置优化问题，然而现今软件架构已经改变，微服务架构为越来越多公司接受和采用，尽管基于传统软件的配置优化方面的研究具有重要的价值，但是它们只考虑单个软件栈的参数调整，并未考虑多个软件、不同软件的参数相互影响等存在于微服务应用中的特点，因此传统软件上的配置优化工作难以直接应用到微服务中，需要进一步扩展配置优化相关工作研究的范围，以全面评估和提高微服务应用的性能。

#### 1.2 微服务配置优化现状

综：

由于微服务应用包含多个服务、服务之间依赖复杂且参数之间存在相互影响，因此传统软件上的相关工作很难直接应用到微服务中。目前研究人员开始针对微服务场景下的配置优化问题进行研究，该场景下已有的工作主要分为两类方案：第一类通过优化 CPU、内存等资源配置以提高微服务应用性能；第二类通过优化微服务应用所部属的 Nginx、Redis 以及 MongoDB 等软件自身配置参数以提高微服务应用性能。下面将分别介绍这两类方案。

在资源配置优化方面，Reiss 等[16]通过研究谷歌公布的集群使用信息数据集[27]，指出集群中资源类型和使用方式的异质性，这种异质性会降低传统资源调度技术的有效性。Reiss 还指出集群中工作负载是高度动态的，由许多短期工作和少量具有稳定资源利用率的长期运行工作组成。总的来说，作者通过对谷歌公布的数据集进行研究，证明了在云计算环境下对资源配置进行优化的必要性。在此基础上 Jyothi 等[17]为了解决云计算服务端追求高资源利用率和客户端追求应用高性能两者之间的矛盾，先对用户服务等级目标（Service-level Objective，SLO）进行了合理的定义，然后分析客户端作业之间的依赖关系，并利用历史信息进行建模，使用周期性预定（Recurring Reservation）的思想对服务端资源配置进行管理，在提高系统资源利用率的情况下降低了 SLO 违规的次数。Gias 等[18]设计了一个微服务应用系统资源自动扩缩控制器，对服务副本数和 CPU 资源用量进行调整，并且同时考虑了水平扩缩[19]和垂直扩缩[20]对微服务应用性能的影响。该控制器使用分层排队网络（Layered Queueing Network，LQN）模型对微服务应用性能、服务副本数、CPU 资源用量三者进行建模。最后使用遗传算法对最优参数配置进行搜索。FIRM[21]也对微服务应用的资源配置进行了研究，它是一个针对微服务应用资源管理框架，可以用于缓解微服务之间由于资源竞争导致的 SLO 违规，框架使用支持向量机（Support Vector Machine，SVM）检测服务性能异常，异常发生时，通过添加更多的 Pod[22]或 CPU、内存等系统资源，对相应的服务进行扩容。FIRM 的缺陷主要有两点，第一只有在性能异常发生后才会进行系统资源自动扩缩，并且大规模的自动缩放可能需要几分钟的冷启动，或者至少几秒钟的热启动，因此需要较长的响应时间，有可能使服务异常持续一段较长的时间。第二由于 FIRM通过系统异常进行触发，当分配给微服务的资源超过实际所需用量时，它无法对系统资源进行回收，造成资源浪费。对于资源无法自动缩放的问题，Autopilot[23]基于滑动窗口算法设计的资源配置推荐器可以在服务转向平稳运行或者负载峰值消退后，回收之前过多分配的系统资源，一定程度上解决了 FIRM无法对资源进行回收的问题，提高了资源利用率。Zhang等[24]考虑到微服务应用中服务分层的特点，提出微服务应用资源配置管理模型 Sinan，它可以在线运行，根据服务的运行状态和端到端的 QoS 目标，动态地调整各层服务的系统资源用量。Sinan 首先使用空间探索算法来检查可能的资源配置搜索空间，通过收集的数据训练两个模型：卷积神经网络（Convolutional Neural Network，CNN）模型，用于微服务应用短期性能预测；提升树（Boosting Tree）模型，用于评估微服务应用长期性能演变。两个模型的结合使 Sinan 既能检查资源配置的近期效果，又能考虑到系统中工作负载的相似性，优化精度比单一模型更加准确。

上述研究主要集中在微服务应用 CPU、内存等资源配置的优化方面，另外微服务应用中所部署的软件也存在大量可供调节的参数，通过对软件参数调整也可以优化微服务应用的性能，目前通过调整微服务部署的软件参数对应用进行配置优化的相关研究较少，下面对该方案已有的研究进行介绍。Mahgoub 等[25]提出了 OPTIMUSCLOUD 系统针对云环境下的数据库软件进行配置优化，通过建模的方式对最优配置进行搜索。Wang 等[26]扩展了开源调优工具 KeenTune[27]，对企业级云原生应用软件和服务进行自动化配置优化，在 MySQL、OceanBase、Nginx、Ingress-Nginx 等软件和服务上取得了不错的效果。然而这些工作局限于调整单个微服务应用中存在的软件，未对微服务全链路进行考虑。Somashekar 等[28,29]对微服务应用的配置优化工作进行了相对更加全面的考虑，通过协同调优作为服务部署的 Nginx、Memecached、MongoDB 等软件的配置参数来优化微服务应用性能。以上通过调整微服务应用软件参数，进行应用性能优化的工作局限性在于：未将软件参数与微服务资源配置进行协同考虑，而在峰值负载时调整资源配置能够为微服务应用带来更大的性能提升。

述：

综上所述，目前国内外配置优化问题的相关工作，主要关注解决传统软件性能问题，难以直接适用于微服务应用。目前已有的少量关于微服务应用配置优化的工作，分开考虑了资源配置和软件参数，没有将两者协同考虑，导致了微服务应用性能优化空间的损失。
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