**面向复杂分类体系的多标签情绪分类算法设计与实现**

**摘要**

情绪分析为自然语言处理领域中的重要任务，随着互联网的发展，社交媒体上大量的短文本的情绪分析极具挖掘价值。由于人类情绪的复杂性，一段短文本常常包含多种情绪，多标签情绪分类仍然是一个挑战。本文中关注了多标签情绪的背景，方法和研究现状尤其是利用神经网络的深度学习技术，以期望能对我们在复杂分类体系下的多标签情绪分类有所启发和借鉴。
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1. **前言**

近些年来，随着互联网技术的发展，越来越多的人使用社交媒体如Reddit，Twitter，微博等分享他们的有趣的想法和评论。年轻人的涌入，使得更多简短，富有表情符号的文本句子被用来表达他们的观点，价值观和情感。由于语言的趣味性，新奇性，富含的意义，挖掘社交网络上海量的文本变得极具价值，特别是对社交媒体上的短文本的多种情绪挖掘，使得其成为自然语言处理（NLP）的重要研究方向。该方向也产生了一系列重要的应用，如政治倾向的民意检测[[[1]](#endnote-0)]，演讲中的多情绪检测[[[2]](#endnote-1)]等。

根据不同心理学家的研究以及学派，情绪可以分为二元情绪（包括中性情绪），普鲁契克情绪轮[[[3]](#endnote-2)]，Ekaman情绪[[[4]](#endnote-3)]等离散型情绪。还有将情绪看作三维空间中的点的VAD模型[[[5]](#endnote-4)]等的连续型情绪。通常一个句子中包含多种情绪，人们会组合各种情绪表达更为复杂的情感。此外，由于社交媒体上的短文本经常含有表情符号、缩略语和俚语等特殊语言，导致与传统的文本结构不同，并且文本中情感表达的语义模糊和情感类别的边界模糊，使短文本的多标签情绪分类仍是一个具有挑战性的任务。

1. **研究现状**
   1. **传统的多标签分类任务**

传统的多标签分类（MLC）任务主要用两种方法来解决，问题转换和算法自适应方法。问题转换方法将多标签分类转换为常见的分类任务。经典的问题转换方法包括二元关系法（BR）[[[6]](#endnote-5)]，分类器链（CC）[[[7]](#endnote-6)]和标签幂集（LP）[[[8]](#endnote-7)]等。BR将多标签分类转为单标签分类，单独预测每个标签，缺点在于忽略了标签的关联性。CC转化为链式的多个二分类问题，同时考虑了标签的共现性，但存在预测时的暴露误差的缺陷。LP将每个可能的标签组合视为一个单独的标签，因此它可能会将标签数量呈幂级增长而不可用。算法自适应方法则扩展了现有的单标签分类算法以处理多标签分类。

对于多标签情绪分类，早期阶段，通常有两个步骤。首先，精心设计一套人工标注的专家特征比如词典，语言规则，词袋等，然后将上述方法用于多标签情绪分类任务上。然而，特征工程是一个非常费时费力的工作，高度依赖于人工设计的特征集的质量，且依然存在存在未考虑标签关联或计算复杂的问题。

近些年来，随着算力的提高，且因深度神经网络能很好的学习和自动提取特征，来表示数据集，将该特征向量用于下游的全连接神经网络等分类任务能得到更好的效果，深度学习方法尤其是端到端的训练受到越来越多的关注。

**2.2 基于深度学习的方法**

随着越来越多的实验证明，像循环神经网络（RNN）以及配有门控循环单元层(GRU)的长短期记忆网络(LSTM)，双向长短期记忆网络（BiLSTM），以及最近提出的transformer架构等的组合在学习短语级特征时非常有用[[[9]](#endnote-8)]，尤其是transformer有更好的语言理解能力，在文本分类中取得了非常好的精度。因此有很多基于或更多神经网络的变种被提出用于多标签情绪分类。

He等人[[[10]](#endnote-9)]结合二元相关神经网络(BRNN)和阈值依赖神经网络(TDNN)的各自优势，提出了联合二元神经网络(JBNN)改进了BR方法。在JBNN中，文本表示被送入一组logistic函数而非softmax函数，多个二分类在一个神经网络框架中同步进行。此外，通过在联合二进制交叉熵(JBCE)损失上进行训练来捕获标签之间的关系，同时将先验标签关系融入到了JBCE损失中更好满足多标签情绪分类的准确性。

基于注意力机制，Kim等人[[[11]](#endnote-10)]使用由一个自注意力模块和多个cnn组成，模仿人类分析句子的过程进行情绪分类，但由于使用的独立的cnn进行分类，未考虑到标签的相关性。Jabreel等人[[[12]](#endnote-11)]还提出了一种新的转换机制且基于注意力机制的深度学习系统二值神经网络(BNet)，该系统由数据驱动的、基于神经的端到端模型，不依赖于词性标记器和情感或情感词典等外部资源。

在使用自注意力机制基础上，Baziotis等人[[[13]](#endnote-12)]利用迁移学习，对他们的配备多层自注意力机制的Bi-LSTM架构进行了预训练，补偿了有限的训练数据，利用网络的编码层通过在正式分类任务上微调获得了SemEval-2018 Task 1竞赛子任务E“多标签情绪分类”中第一。此外，他们使用word2vec技术预训练词嵌入后还额外嵌入了10维的情感嵌入，来初始化了网络的嵌入层的权重，获得了更好的效果。

在Transformer架构的利用中，Kant[[[14]](#endnote-13)]等人通过实验证明迁移学习的有效性，特别是在多维情感分类上进行微调时Transformer模型的性能通常优于乘性LSTM（mLSTM）模型。模型的微调能显著提高了在情感任务上的性能。Desai等人[[[15]](#endnote-14)]也情感特定表示的变体来提高了Transformer的性能。Hasan等人[[[16]](#endnote-15)]提出DeepEmotex利用两个最先进的预训练模型BERT和USE进行迁移学习进行微调提高了这些预训练模型的性能。

Huang等人[[[17]](#endnote-16)]在传统的问题转换方式上提出一种新的问题转换，仅使用NN模型的潜变量作为"链"称为潜变量链(LVC)来进行多任务分类。在LVC方法的基础上，还定制了一个深度神经网络模型Seq2Emo，该模型首先捕获实例X的语义和情感特征，然后使用双向LVC生成标签。该模型根据潜在特征链进行一系列预测，充分考虑到标签的相关性上实现了多标签情感分类。

为了考虑到情感的先验分布等，Fei等人[[[18]](#endnote-17)]提出了用于多标签情感分类的潜在情感记忆网络(LEM)。所提模型可以在不需要外部知识的情况下学习潜在情感分布，并能有效地将其利用到分类网络中。其中的模型由潜在情感模块和记忆模块组成，潜在情感模块通过变分autoencoder重构输入来学习情感分布来传输。记忆模块为相应的情感捕获与情感相关的特征;最后，将来自记忆模块的特征表示与潜在情感模块的情感分布表示相连接，送入双向门控循环单元(BiGRU)进行预测。来自潜在情绪模块的潜在变量表示指导记忆模块的预测，而情绪记忆模块反过来鼓励潜在情绪模块通过反向传播更好地学习情绪分布。另外，Dong等人[[[19]](#endnote-18)]利用词典带来的情感先验知识，提出一种基于词典增强多任务卷积神经网络(LMT-CNN)的文本情感分布学习模型，以联合解决了文本情感分布预测和情感标签分类任务。

此外，还有Mukherjee等人[[[20]](#endnote-19)]为了有效地检测推文中的情绪，联合训练多标签情绪分类和多维情绪回归，利用任务之间的相关性，从维度模型描述情绪的角度的回归模型结合了分类模型提高了分类的性能。

1. **总结**

随着社交媒体的发展，对社交平台上的短文本评论进行多标签情感分析具有很高的价值。在一些传统的问题转换方法下结合深度神经网络的技术能更好的有助于提高多标签情绪分类的性能。
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