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| 교육 제목 | **머신러닝** |
| 교육 일시 | 2021-11-08 |
| 교육 장소 | 집 |
| **교육 내용** | |
| 오전 | 복습: pattern recognition: 영상 개선 -> 이미지 분할 -> 색상,모양정보->분류  영상복원 영상,**왜곡** (이유를 안다,렌즈 굴 곡률) **개선**(왜 그런지 잘 모름) **압축**  **HISTOGRAM: 픽셀 수를 제공하는 간단한 데이터 이미지에서 주어진 값.**  HISTOGRAM MODIFICATIONS(수정):  -range조정(stretching)  -shape 조정(Equalization) 눈으로 보기 좋은 방법 =히스토그램의 모양이 변함  **Stretching** : shape은 변하지 않고 대역만 증가  **Equalization**  \*CDF(Cumulative Distribution Function)누적 분포 함수 = 더하면1이됨  입력영상의 히스토그램의 값을 누적 시켜 각 레벨에서의 히스토그램  누적 합 계산  히스토그램의 누적 합을 전체 픽셀의 개수로 나누어 값을 정규화 함  정규화 된 값에 최대 gray level 값을 곱한 후 반올림을 수행  입력 영상의 각 gray level에 대해 변환 값으로 대응  **GRAY-LEVEL THRESHOLDING/역치 =>** binary => mask => 이진영상  Value 기준으로 이미지를 나눔  Binarization  사람손으로 하는 방법 = Intensity 밝기 만가지고 하는 건 좋은 방법 x  OPTIMAL(이상적인) THRESHOLD BY OTSU 기본 원리  임계 값 T를 기준으로 영역을 2개 그룹으로 나누었을 때 각 집합내 명암  분포는 균일하고 집합 사이의 명암 차이는 최대화될 수 있도록 함  모든 가능한 T에 대해 점수를 계산하여 가장 좋은 T를 최종  임계 값으로 선택함  =최적화 알고리즘 (optimization algorithm)  낱낱 탐색 (exhaustive search), 언덕 오르기 (hill climbing) 등의  탐색 방법을 사용 가능  최적화 알고리즘에서 비용 함수 (cost function),  목적 함수(objective function)을 사용하여 점수 계  **Watershed algorithm**  Watershed: 분수령  Catchment basin: 集水 구역 동일 호수로 물이 모이는 구역  Minina : 집수 구역의 최저점  Convolution(중첩적분)   1. 전통적인 알고리즘Conventional watershed algorithm   그라디언트 영상(gradient image)에 적용   1. 수정된 알고리즘Modified watershed algorithm   밝기 영상(intensity image)에 적용 가능  **Immersion(범람) simulation/ 옛날 방법**  1. 에지 강도 영상을 생성  2. 지역적으로 최소값 픽셀들을 찾아 서로 다른 레이블 할당  3. 레이블 된 픽셀에 인접하면서 레이블 되지 않거나 watershed가 아닌 픽셀들을 찾아 큐에 추가  4. 큐에서 꺼낸 픽셀이 하나의 레이블에 인접하면 그 레이블을 할당하고 아니면 watershed로 설정  5. 큐에 남은 픽셀이 존재하지 않을 때까지 단계 3과 4를 반복 |
| 오후 |  |