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El problema que queremos resolver en este proyecto es la predicción de exámenes de ICFES, para que los estudiantes mediante este puedan posiblemente saber su resultado, existen diferentes problemas relacionados con este son la predicción del clima para deportes y resultados de votaciones de diversos candidatos.
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1. INTRODUCCIÓN

En el presente semestre, tenemos como motivación intentar predecir mediante arboles de decisión el resultado de las pruebas ICFES, o de diferentes evoluciones que se realicen mediante nuestro código, al igual, que esto abre las puertas para la inteligencia artificial motiva mucho más para poder saber cómo se ejecuta estas y sus árboles.

1.1. En este semestre buscamos predecir los resultados de un estudiante en sus diversas evaluaciones, para poder lograr el éxito académico de este, utilizando diversos cálculos, métodos y estructuras para lograr esto en un árbol de decisión.

1.2 Solución En este trabajo, nos centramos en los árboles de decisión porque proporcionan una gran explicabilidad (¡falta una cita para este argumento!). Evitamos los métodos de caja negra como las redes neuronales, las máquinas de soporte vectorial y los bosques aleatorios porque carecen de explicabilidad (¡Falta una cita para este argumento!). Explique, brevemente, su solución al problema (En este semestre, la solución es una implementación de un algoritmo de árbol de decisión para predecir el éxito académico. ¿Qué algoritmo elegiste? ¿Por qué?)

1.3 Estructura del artículo En lo que sigue, en la sección 2, presentamos el trabajo relacionado con el problema. Más adelante, en la sección 3, presentamos los conjuntos de datos y métodos utilizados en esta investigación. En la sección 4, presentamos el diseño del algoritmo. Después, en la sección 5, presentamos los resultados. Finalmente, en la sección 6, discutimos los resultados y proponemos algunas direcciones de trabajo futuras.

2. TRABAJOS RELACIONADOS

En este semestre, el trabajo relacionado es la investigación de árboles de decisión para predecir los resultados de los exámenes de los estudiantes, lo cual miramos en diversas fuentes, donde podemos tomar bases para nuestro proyecto.

Fuente 1 https://revistas.uptc.edu.co/index.php/investigacion\_duitama/article/view/9184

Fuente 2 http://scielo.sld.cu/scielo.php?script=sci\_arttext&pid=S0864-21412004000300002

Fuente 3 https://www.rcs.cic.ipn.mx/2018\_147\_5/Ensamble%20de%20clasificadores%20para%20determinar%20el%20perfil%20academico%20del%20estudiante%20usando%20arboles.pdf

Fuente 4 https://dialnet.unirioja.es/servlet/articulo?codigo=6976577

3. MATERIALES Y MÉTODOS En esta sección se explica cómo se recopilaron y procesaron los datos y, después, cómo se consideraron diferentes alternativas de solución para elegir un algoritmo de árbol de decisión.

3.1 Recopilación y procesamiento de datos Obtuvimos datos del Instituto Colombiano de Fomento de la Educación Superior (ICFES), que están disponibles en línea en ftp.icfes.gov.co. Estos datos incluyen resultados anonimizados de Saber 11 y Saber Pro. Se obtuvieron los resultados de Saber 11 de todos los gradudados de escuelas secundarias colombianas, de 2008 a 2014, y los resultados de Saber Pro de todos los graduados de pregrados colombianos, de 2012 a 2018. Hubo 864.000 registros para Saber 11 y 430.000 para Saber Pro. Tanto Saber 11 como Saber Pro, incluyeron, no sólo las puntuaciones sino también datos socioeconómicos de los estudiantes, recogidos por el ICFES, antes de la prueba. En el siguiente paso, ambos conjuntos de datos se fusionaron usando el identificador único asignado a cada estudiante. Por lo tanto, se creó un nuevo conjunto de datos que incluía a los estudiantes que hicieron ambos exámenes estandarizados. El tamaño de este nuevo conjunto de datos es de 212.010 estudiantes. Después, la variable predictora binaria se definió de la siguiente manera: ¿El puntaje del estudiante en el Saber Pro es mayor que el promedio nacional del período en que presentó el examen? Se descubrió que los conjuntos de datos no estaban equilibrados. Había 95.741 estudiantes por encima de la media y 101.332 por debajo de la media. Realizamos un submuestreo para equilibrar el conjunto de datos en una proporción de 50%-50%. Después del submuestreo, el conjunto final de datos tenía 191.412 estudiantes. Por último, para analizar la eficiencia y las tasas de aprendizaje de nuestra implementación, creamos al azar subconjuntos del conjunto de datos principal, como se muestra en la Tabla 1. Cada conjunto de datos se dividió en un 70% para entrenamiento y un 30% para validación. Los conjuntos de datos están disponibles en <https://github.com/mauriciotoro/ST0245-Eafit/tree/master/proyecto/datasets> .

Conjunto de datos 1 Conjunto de datos 2 Conjunto de datos 3 Conjunto de datos 4 Conjunto de datos 5

Entrenamiento 15,000 45,000 75,000 105,000 135,000

Validación 5,000 15,000 25,000 35,000 45,000

Tabla 1. Número de estudiantes en cada conjunto de datos utilizados para el entrenamiento y la validación.

3.2 Alternativas de algoritmos de árbol de decisión

Presentaremos diferentes algoritmos en los que tomar bases para crear un árbol de decisión para así poder avanzar en nuestro proyecto .

3.2.1

El algoritmo ID3 es utilizado dentro del ámbito de la inteligencia artificial. Su uso se engloba en la búsqueda de hipótesis o reglas en él, dado un conjunto de ejemplos.

El conjunto de ejemplos deberá estar conformado por una serie de tuplas de valores, cada uno de ellos denominados atributos, en el que uno de ellos, es el objetivo, el cual es de tipo binario.

De esta forma el algoritmo trata de obtener las hipótesis que clasifiquen ante nuevas instancias, si dicho ejemplo va a ser positivo o negativo.

ID3 realiza esta labor mediante la construcción de un árbol de decisión.

Los elementos son:

Nodos: Los cuales contendrán atributos.

Arcos: Los cuales contienen valores posibles del nodo padre.

Hojas: Nodos que clasifican el ejemplo como positivo o negativo.

3.2.3

C4.5 es una extensión del algoritmo ID3 desarrollado anteriormente. Los árboles de decisión generados por C4.5 pueden ser usados para clasificación, y por esta razón, C4.5 está casi siempre referido como un clasificador estadístico.

3.2.4

El algoritmo CART es el acrónimo de Classification And Regression Trees (Árboles de Clasificación y de Regresión) fue diseñado por Breiman et al. ... Este modelo admite variables de entrada y de salida nominales, ordinales y continuas, por lo que se pueden resolver tanto problemas de clasificación como de regresión.

4. DISEÑO DE LOS ALGORITMOS

En lo que sigue, explicamos la estructura de los datos y los algoritmos utilizados en este trabajo. La implementación del algoritmo y la estructura de datos se encuentra disponible en Github1.

4.1 Estructura de los datos

Explique la estructura de datos utilizada para hacer la predicción y haga una figura que la explique. No utilice imágenes de Internet. (En este semestre, la estructura de datos es un árbol de decisión binario) Figura 1: Un árbol de decisión binario para predecir Saber Pro basado en los resultados de Saber 11. Los nodos violetas representan a aquellos con una alta probabilidad de éxito, los verdes con una probabilidad media y los rojos con una baja probabilidad de éxito. 4.2 Algoritmos Explica el diseño del algoritmo para resolver el problema y haz una figura. No uses figuras de Internet, haz las tuyas propias. (En este semestre, un algoritmo debe ser un algoritmo para entrenar un algoritmo de árbol de decisión como ID3, C4.5, CART y el segundo algoritmo debe ser un algoritmo para clasificar los nuevos datos utilizando dicho árbol). 4.2.1 Entrenamiento del modelo Explique, brevemente, cómo entrenó a la modelo: Esto equivale a explicar cómo su algoritmo construye automáticamente un árbol de decisión binario. Figura 2: Entrenamiento de un árbol de decisión binario usando (En este semestre, uno podría ser CART, ID3, C4.5... por favor, elija). En este ejemplo, mostramos un modelo para predecir si se debe jugar al golf o no, según el clima. 4.2.2 Algoritmo de prueba Explique, brevemente, cómo probó el modelo: Esto equivale a explicar cómo su algoritmo clasifica los nuevos datos después de que se construya el árbol. 4.3 Análisis de la complejidad de los algoritmos Explique en sus propias palabras el análisis para el peor caso usando la notación O. ¿Cómo calculó tales complejidades.

Algoritmo La complejidad del tiempo

Entrenar el árbol de decisión O(N2\*M2)

Validar el árbol de decisión O(N3\*M\*2N) Tabla 2: Complejidad temporal de los algoritmos de entrenamiento y prueba. (Por favor, explique qué significan N y M en este problema.)

Algoritmo Complejidad de memoria

Entrenar el árbol de decisión O(N\*M\*2N )

Validar el árbol de decisión O(1) Tabla 3: Complejidad de memoria de los algoritmos de entrenamiento y prueba. (Por favor, explique qué significan N y M en este problema.) 4.4 Criterios de diseño del algoritmo Explica por qué el algoritmo fue diseñado de esa manera. Use un criterio objetivo. Los criterios objetivos se basan en la eficiencia, que se mide en términos de tiempo y consumo de memoria. Ejemplos de criterios no objetivos son: "Estaba enfermo", "fue la primera estructura de datos que encontré en Internet", "lo hice el último día antes del plazo", etc. Recuerde: Este es el 40% de la calificación del proyecto. 5. RESULTADOS 5.1 Evaluación del modelo En esta sección, presentamos algunas métricas para evaluar el modelo. La precisión es la relación entre el número de predicciones correctas y el número total de datos de entrada. Precisión. es la proporción de estudiantes exitosos identificados correctamente por el modelo y estudiantes exitosos identificados por el modelo. Por último, Sensibilidad es la proporción de estudiantes exitosos identificados correctamente por el modelo y estudiantes exitosos en el conjunto de datos. 5.1.1 Evaluación del modelo en entrenamiento A continuación presentamos las métricas de evaluación de los conjuntos de datos de entrenamiento en la Tabla 3.

Conjunto de datos 1 Conjunto de datos 2 ...Conjunto de datos n

Exactitud 0.7 0.75 0.9

Precisión 0.7 0.75 0.9

Sensibilidad 0.7 0.75 0.9

Tabla 3. Evaluación del modelo con los conjuntos de datos de entrenamiento. 5.1.2 Evaluación de los conjuntos de datos de validación A continuación presentamos las métricas de evaluación para los conjuntos de datos de validación en la Tabla 4.

Conjunto de datos 1 Conjunto de datos 2 ...Conjunto de datos n

Exactitud 0.5 0.55 0.7

Precisión 0.5 0.55 0.7

Sensibilidad 0.5 0.55 0.8

Tabla 4. Evaluación del modelo con los conjuntos de datos de validación. 5.2 Tiempos de ejecución Calcular el tiempo de ejecución de cada conjunto de datos en Github. Medir el tiempo de ejecución 100 veces, para cada conjunto de datos, e informar del tiempo medio de ejecución para cada conjunto de datos.

Conjunto de datos 1 Conjunto de datos 2 ...Conjunto de datos n

Tiempo de

entrenamiento 10.2 s 20.4 s 5.1 s

Tiempo de

validación 1.1 s 1.3 s 3.3 s

Tabla 5: Tiempo de ejecución del algoritmo (Por favor, escriba el nombre del algoritmo, C4.5, ID3) para diferentes conjuntos de datos.

5.3 Consumo de memoria Presentamos el consumo de memoria del árbol de decisión binario, para diferentes conjuntos de datos, en la Tabla 6.

Conjunto de datos 1 Conjunto de datos 2 ...Conjunto de datos n

Consumo de

memoria 10 MB 20 MB 5 MB

Tabla 6: Consumo de memoria del árbol de decisión binario para diferentes conjuntos de datos.

Para medir el consumo de memoria, debería usar un generador de perfiles (profiler). Uno muy bueno para Java es VisualVM, desarrollado por Oracle, <http://docs.oracle.com/javase/7/docs/technotes/guides/visualvm/profiler.html>. Para Python, use C-profiler.

6. DISCUSIÓN DE LOS RESULTADOS Explique los resultados obtenidos. ¿Son la precisión, exactitud y sensibilidad apropiadas para este problema? ¿El modelo está sobreajustado? ¿Es el consumo de memoria y el consumo de tiempo sib apropiados? (En este semestre, de acuerdo con los resultados, ¿se puede aplicar esto para dar becas o para ayudar a los estudiantes con baja probabilidad de éxito? ¿Para qué es mejor?) 6.1 Trabajos futuros Respuesta, ¿qué le gustaría mejorar en el futuro? ¿Cómo le gustaría mejorar su algoritmo y su implementación? ¿Qué hay de usar un bosque aleatorio?
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