1、项目概述：

项目名称：

基于世纪家园的小型推荐系统

项目用途：

以世纪家园的数据为依托，设计推荐系统，通过对用户未打分的数据进行评分预测，来向用户推荐

2、需求分析：

业务需求

随着互联网的发展，信息过剩的问题逐渐显现出来，通过推荐系统，来提高网站的点击量、交叉销售能力、服务能力等，同时提高网站的吸引力以及顾客对于网站的忠诚度

用户需求

面对互联网信息过剩，用户很难从大量冗余信息中挑选出自己做需要的那部分，该系统基于用户相似度，能够为用户推荐较为适合自己的信息，大量节省用户检索信息的时间，提高效率

功能需求

该系统的主要功能为基于用户之间的相似度，来对用户未打分或评价的物品进行评分预测，并根据预测结果向用户进行推荐。

性能需求

由于网站含有大量的用户信息，因此，系统处理这些信息所需的时间就变得重中之重，本系统所用算法的时间复杂度控制在O(n3)， 能够满足实际需要

3、系统设计

3.1 系统流程图

开始

读取用户打分数据

将数据分割为

训练集和测试集
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3.2主要程序说明

本程序使用python语言编写

阶段一：爬取数据。

为了提高爬取速度，采用多线程方式，开辟了10个线程来同时下载网页内容，并存入同一队列，另外由一个线程从队列中读取网页内容并抓取所需信息，如用户的年龄、身高、学历、收入、婚姻状况等。爬取结果会含有重复信息，利用数据库来清除掉重复信息。总体代码见附录。

阶段二：数据集分割。

将用户行为数据集按照均匀分布随机分成M份，挑选一份作为测试集，将剩下的M-1份作为训练集。然后在训练集上建立用户兴趣模型，并在测试集上对用户行为进行预测，统计出相应的评测指标。为了保证评测指标并不是过拟合的结果，需要进行M次实验，并且每次都使用不同的测试集。然后将M次实验测出的评测指标的平均值作为最终的评测指标。

下面的Python代码描述了将数据集随机分成训练集和测试集的过程：

def SplitData(data, M, k, seed):

test = {}

train = {}

random.seed(seed)

count = 0

for line in data:

if(line==""):

break

temp = line.split('::')

#print temp

count += 1

if ( count % M == k):

if(not test.has\_key(temp[0])):

test[temp[0]] = dict()

test[temp[0]][temp[1]]=string.atof(temp[2].strip('\n'))

else:

if(not train.has\_key(temp[0])):

train[temp[0]] = dict()

train[temp[0]][temp[1]]=string.atof(temp[2].strip('\n'))

return train, test

这里，每次实验选取不同的k（0≤k≤M1）和相同的随机数种子seed，进行M次实验就可以得到M个不同的训练集和测试集，然后分别进行实验，用M次实验的平均值作为最后的评测指标。这样做主要是防止某次实验的结果是过拟合的结果（over fitting），但如果数据集够大，模型够简单，为了快速通过离线实验初步地选择算法，也可以只进行一次实验。

阶段三：计算用户相似度矩阵

推荐系统中常用的相似度有：Pearson correlation，Cosine，Squared Distance，其中Pearson correlation的运用最为普遍，因此本系统采用Pearson correlation。Pearson correlation的取值范围为[-1,1]，当值为-1时，表示两组变量负相关，为0时则表示两组变量不相关，为1时表示两组变量正相关，其计算公式如下：
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其中，u和v代表用户，集合![](data:image/x-wmf;base64,183GmgAAAAAAAAABIAEDCQAAAAAyXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAEAARIAAAAmBg8AGgD/////AAAQAAAAwP///2oAAADAAAAAigEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAEwdfkXCmhoRmAAWOAYANiULHWAATB1WSJm5gQAAAAtAQAACAAAADIK4AAoAAEAAABJeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABZImbmAAAKADgAigEAAAAA/////3TiGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)表示用户u和用户v同时打过分的物品的集合，![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6r////AAQAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAEwdTIgCt/oRmAAWOAYANiULHWAATB1+iFm2wQAAAAtAQAACAAAADIKAALSAAIAAAB1aRwAAAD7AoD+AAAAAAAAkAEBAACGBAIAAMvOzOUAATB1WyEKYghHYABY4BgA2JQsdYABMHX6IWbbBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAcmkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDb+iFm2wAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示用户u给物品i所打分数，同理![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6r////AAQAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAhgQCAADLzszlAAEwdS4iCjTIRmAAWOAYANiULHWAATB1jBZmuAQAAAAtAQAACAAAADIKAALEAAIAAAB2aRwAAAD7AoD+AAAAAAAAkAEBAACGBAIAAMvOzOUAATB1CiAKtChHYABY4BgA2JQsdYABMHWMFma4BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABLgABAAAAcmkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC4jBZmuAAACgA4AIoBAAAAAAAAAAB04hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示用户v给物品i所打分数，![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9gAQAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKsAGUABQAAABMCrAAlARwAAAD7AiD/AAAAAAAAkAEBAACGBAIAAMvOzOUAATB1rSIKdwhHYABY4BgA2JQsdYABMHWJImZ8BAAAAC0BAQAIAAAAMgoAAtIAAQAAAHV5HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABMHV6DAqQ6EZgAFjgGADYlCx1gAEwdYkiZnwEAAAALQECAAQAAADwAQEACAAAADIKoAEuAAEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHyJImZ8AAAKADgAigEAAAAAAQAAAHTiGAAEAAAALQEBAAQAAADwAQIAAwAAAAAA)和![](data:image/x-wmf;base64,183GmgAAAAAAAKABQAIBCQAAAADwXQEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6r///9gAQAA6gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKsAGUABQAAABMCrAAlARwAAAD7AiD/AAAAAAAAkAEBAACGBAIAAMvOzOUAATB1nCIKzghHYABY4BgA2JQsdYABMHU6ImYlBAAAAC0BAQAIAAAAMgoAAsQAAQAAAHZ5HAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QABMHUsFgrjKEdgAFjgGADYlCx1gAEwdToiZiUEAAAALQECAAQAAADwAQEACAAAADIKoAEuAAEAAAByeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACU6ImYlAAAKADgAigEAAAAAAQAAAHTiGAAEAAAALQEBAAQAAADwAQIAAwAAAAAA)分别表示用户u和用户v所打过分数的平均值。具体代码如下：

def Similarity(train):

w = dict()

sumrating = 0

sumdir = 0

userscore = dict()

for u,tt in train.items():

sumrating = 0

sumdir = 0

for i, rating in tt.items():

sumrating += rating

sumdir += 1

userscore[u] = sumrating / (sumdir \* 1.0)

sq = dict()

for u,tt in train.items():

for i,rui in tt.items():

if u not in sq:

sq[u] = 0

sq[u] += math.pow((rui - userscore[u]), 2)

#print u,sq[u]

demo = 0

for u,tt in train.items():

w[u] = dict()

for v, ff in train.items():

demo = 0

fenmu1 = 0

fenmu2 = 0

for aa in ff.keys():

if aa in tt.keys():

fenmu1 += (train[u][aa]-userscore[u])\*\*2

fenmu2 += (train[v][aa]-userscore[u])\*\*2

demo += (tt[aa] - userscore[u])\*(ff[aa] - userscore[v])

#w[u][v] = demo / math.sqrt(sq[u] \* sq[v])

if(fenmu2 == 0 or fenmu1 == 0):

w[u][v] = 0

else:

w[u][v] = demo / math.sqrt(fenmu1 \* fenmu2)

return w

阶段四：基于用户相似度矩阵来进行评分预测，并计算推荐结果的RMSE

基于用户的邻域算法认为预测一个用户对一个物品的评分，需要参考和这个用户兴趣相似的用户对该物品的评分，即:
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def Recomend(train, w, K):

# build inverse table for item\_users

item\_users = dict()

for u, items in train.items():

for i in items.keys():

if i not in item\_users:

item\_users[i] = set()

item\_users[i].add(u)

predict = dict()

userscore = dict()

userscore = Mean(train)

#此处建立相似度矩阵的副本，该副本的wuv值为原值的绝对值，在下面用来排序

tew = w

for u,tt in tew.items():

for v,wuv in tt.items():

tew[u][v] = math.fabs(wuv)

temp1 = 0

temp2 = 0

for u, tt in train.items():

predict[u] = dict()

for i, user in item\_users.items():

if i in tt.keys():

continue

cc = 0

temp1 = 0

temp2 = 0

for v, wuv in sorted(tew[u].iteritems(), key=itemgetter(1), reverse=True):

if v not in user:

continue

cc += 1

if cc > K:

continue

temp1 += w[u][v] \* (train[v][i] - userscore[v])

temp2 += math.fabs(w[u][v])

if(temp2 == 0):

continue

predict[u][i] = userscore[u] + temp1 / temp2

sigtem = 0

count = 0

for u, tt in test.items():

for i, rating in tt.items():

if i not in predict[u].keys():

continue

sigtem += (rating - predict[u][i])\*\*2

count += 1

#print count

#print sigtem

#print u,i,predict[u][i]

RMSE = math.sqrt(sigtem / (count \* 1.0))

print RMSE

return predict

4 推荐结果分析

最终计算得到的RMSE为1.09，相对于NMF等优化算法的结果，此值略大，但由于该算法不涉及到迭代等问题，效率明显较高，尤其是当要处理的数据集较大的时候，该算法的优越性便体现出来了。另外，在预测结果中，会发生少数结果超过评分上限（本系统中为5分），对于这种情况，处理方法为直接取5分。若数据集中某项物品无人打分，则本算法无法对其进行评分预测。可采用的措施为将其相对于某用户的预测评分设置为该用户所打过的所有分数的平均分，以此来消除此类特殊情况。但由于本系统所用数据集中未出现该情况，故为采用特殊处理。
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