Multi label classification (MLC)

In machine learning, multi-label classification and the strongly related problem of multi-output classification are variants of the classification problem where multiple labels may be assigned to each instance. Multi-label classification is a generalization of multiclass classification, which is the single-label problem of categorizing instances into precisely one of more than two classes; in the multi-label problem there is no constraint on how many of the classes the instance can be assigned to.
Formally, multi-label classification is the problem of finding a model that maps inputs x to binary vectors y (assigning a value of 0 or 1 for each element (label) in y). 

Frameworks / libraries implementing various algorithms for MLC

· MEKA - http://waikato.github.io/meka/
· Mulan - http://mulan.sourceforge.net/
· CLUS - http://clus.sourceforge.net/doku.php
· Scikit-multilearn - http://scikit.ml/

All libraries are envisioned to be leveraged from Python (even though some of them are implemented in Java / C++). 
All libraries were created to tackle specifically the problem of multi label classification.
A comparison between several libraries is shown below:
[image: ]

Approaches used for multi label classification

Machine learning
· Algorithm adaptation methods
· PCT
· ML-kNN
· Problem transformation methods
· Binary relevance
· BR
· CC
· Pair-wise
· CLR
· QWML
· Label-power-set
· HOMER
· Ensemble methods
· RakEL
· ECC
· RF-PCT
· Neural networks
· BP-MLL
· CNN / RNN

Algorithms used for model creation

SVM
· BR
· CC
· CLR
· QWML
· HOMER - algorithm constructs a Hierarchy Of Multilabel classifiERs, each one dealing with a much smaller set of labels compared to L and a more balanced example distribution. This leads to improved predictive performance along with linear training and logarithmic testing complexities with respect to L. Label distribution from parent to children nodes is achieved via a new balanced clustering algorithm, called balanced k means. For more information please see: http://lpis.csd.auth.gr/publications/tsoumakas-mmd08.pdf
· RAkEL
· ECC

Decision trees
· PCT
· RF-PCT
· ML-C4.5
· RF-C4.5

Nearest neighbors
· ML-kNN  - a multi-label lazy learning approach which is derived from the traditional K-nearest neighbor (KNN) algorithm. In detail, for each unseen instance, its K nearest neighbors in the training set are firstly identified. After that, based on statistical information gained from the label sets of these neighboring instances, i.e. the number of neighboring instances belonging to each possible class, maximum a posteriori (MAP) principle is utilized to determine the label set for the unseen instance. For more information please read: https://cs.nju.edu.cn/zhouzh/zhouzh.files/publication/pr07.pdf

Neural networks
· BP-MLL  - neural network algorithm Backpropagation for Multilabel Learning. It is derived from the popular Backpropogation algorithm through employing a novel error function capturing the characteristics of multilabel learning, i.e., the labels belonging to an instance should be ranked higher than those not belonging to that instance. For more information please read: https://cs.nju.edu.cn/zhouzh/zhouzh.files/publication/tkde06a.pdf
· CNN/RNN



Language features 

· Tokenization - Given a character sequence and a defined document unit, tokenization is the task of chopping it up into pieces, called tokens , perhaps at the same time throwing away certain characters, such as punctuation. Here is an example of tokenization: 
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· Stop words - Sometimes, some extremely common words which would appear to be of little value in helping select documents matching a user need are excluded from the vocabulary entirely. These words are called stop words . The general strategy for determining a stop list is to sort the terms by collection frequency (the total number of times each term appears in the document collection), and then to take the most frequent terms, often hand-filtered for their semantic content relative to the domain of the documents being indexed, as a stop list , the members of which are then discarded during indexing. 

· Lemmatization -  is the process of grouping together the inflected forms of a word so they can be analyzed as a single item, identified by the word's lemma, or dictionary form. In computational linguistics, lemmatisation is the algorithmic process of determining the lemma of a word based on its intended meaning. Unlike stemming, lemmatisation depends on correctly identifying the intended part of speech and meaning of a word in a sentence, as well as within the larger context surrounding that sentence, such as neighboring sentences or even an entire document. 

· Word embedding - Word embedding is the collective name for a set of language modeling and feature learning techniques in natural language processing (NLP) where words or phrases from the vocabulary are mapped to vectors of real numbers. Conceptually it involves a mathematical embedding from a space with one dimension per word (i.e [0,0,0,1,0,0] - represents 4th word in a language having overall 6 distinct words) to a continuous vector space with a much lower dimension.

Methods to generate this mapping include neural networks, dimensionality reduction on the word co-occurrence matrix, probabilistic models, explainable knowledge base method, and explicit representation in terms of the context in which words appear.



[bookmark: _GoBack]Different tools / algorithms for word embedding: 
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Word embedding is usually leveraged as exclusive or additional feature during data set preparation for ML training. 

For more information on word embedding and their usage please read following materials:

· https://youtu.be/LSS_bos_TPI
· https://www.youtube.com/watch?v=b8RwO1k9DXc&feature=youtu.be
· https://medium.com/data-science-group-iitr/word-embedding-2d05d270b285
· https://machinelearningmastery.com/use-word-embedding-layers-deep-learning-keras/
· https://towardsdatascience.com/introduction-to-word-embedding-and-word2vec-652d0c2060fa
· https://towardsdatascience.com/word2vec-skip-gram-model-part-1-intuition-78614e4d6e0b
· https://www.knime.com/blog/word-embedding-word2vec-explained




Metrics

Bipartions based
· Example based
· Hamming loss
· Accuracy 
· Precision - (also called positive predictive value) is the fraction of relevant instances among the retrieved instances
[image: ]    [image: ] 
· Recall - (also known as sensitivity) is the fraction of relevant instances that have been retrieved over the total amount of relevant instances
· 
[image: ] [image: ] 
· F1 - A measure that combines precision and recall is the harmonic mean of precision and recall, the traditional F-measure or balanced F-score
[image: ] 
· Subset accuracy

Label based
· Macro precision 
· Macro recall
· Macro F1
· Micro precision
· Micro recall
· Micro F1

Ranking based
· One error
· Coverage
· Ranking loss
· Average precision



Data Sets

Available data sets in Arabic will be used for creating a benchmark 
Format for data set is not finalized yet. One of the options is to go with: https://waikato.github.io/weka-wiki/arff_stable/. It may also happen that different algorithms will be using different formats for data set(s).
In any case, raw text format will be converted automatically to appropriate data set format ready for machine learning.

One of the open data sets available on the internet is RTAnews dataset: https://data.mendeley.com/datasets/322pzsdxwy/1
In the raw form it includes list of categories (each category is represented by a folder) and list of articles associated with this category (each article is represented by plain text file located under relevant folders). Obviously, some of the files appear under several folders (since they are associated with several categories). 
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In order to avoid duplication of content materials on the file system symbolic links can be used on the Linux platform. 

Additional data sets will be created using web scratching approach. This approach is usually based on the fact that articles published on the internet (especially news articles) are manually tagged / categorized by human editor. Below are several examples:

· http://www.bbc.com/arabic/world-45538189
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· https://arabic.cnn.com/middle-east/article/2018/09/17/israel-egypt-netanyahu-october-war
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· https://www.skynewsarabia.com/varieties/1182945-%D8%B5%D9%88%D8%B1%D8%A9-%D8%AA%D8%AB%D9%8A%D8%B1-%D8%AC%D9%86%D9%88%D9%86-%D9%85%D9%88%D8%A7%D9%82%D8%B9-%D8%A7%D9%84%D8%AA%D9%88%D8%A7%D8%B5%D9%84-%D8%B1%D8%A7%D9%94%D9%8A%D8%AA-%D8%A7%D9%84%D8%B3%D9%8A%D8%A7%D8%B1%D8%A9%D8%9F
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· https://www.cnbcarabia.com/news/view/44839/%D8%A7%D9%84%D8%B5%D9%8A%D9%86-%D9%82%D8%AF-%D8%AA%D8%B1%D9%81%D8%B6-%D8%A7%D9%84%D9%85%D8%B4%D8%A7%D8%B1%D9%83%D8%A9-%D9%81%D9%8A-%D9%85%D8%AD%D8%A7%D8%AF%D8%AB%D8%A7%D8%AA-%D9%85%D8%B9-%D8%A3%D9%85%D8%B1%D9%8A%D9%83%D8%A7-%D9%81%D9%8A-%D8%AD%D8%A7%D9%84-%D8%A7%D9%84%D9%85%D8%B6%D9%8A-%D8%A8%D9%81%D8%B1%D8%B6-%D8%A7%D9%84%D8%B1%D8%B3%D9%88%D9%85-%D8%A7%D9%84%D8%A5%D8%B6%D8%A7%D9%81%D9%8A%D8%A9.html
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· https://arabic.rt.com/sport/970401-%D9%85%D8%B5%D8%AF%D8%B1-%D8%AA%D9%88%D8%A7%D9%81%D9%82-%D8%A8%D9%8A%D9%86-%D8%A3%D8%B9%D8%B6%D8%A7%D8%A1-%D8%A7%D8%AA%D8%AD%D8%A7%D8%AF-%D8%A7%D9%84%D9%83%D8%B1%D8%A9-%D8%A7%D9%84%D8%B9%D8%B1%D8%A7%D9%82%D9%8A-%D9%84%D9%84%D9%85%D8%B4%D8%A7%D8%B1%D9%83%D8%A9-%D9%81%D9%8A-%D8%A7%D9%84%D8%A8%D8%B7%D9%88%D9%84%D8%A9-%D8%A7%D9%84%D8%B1%D8%A8%D8%A7%D8%B9%D9%8A%D8%A9/#
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· https://arabic.sputniknews.com/arab_world/201809171035346232-%D9%82%D8%B7%D8%B1-%D8%AA%D9%81%D8%AA%D8%AD-%D9%85%D8%B5%D9%86%D8%B9-%D9%84%D9%84%D8%B3%D9%8A%D8%A7%D8%B1%D8%A7%D8%AA-%D8%A7%D9%84%D9%83%D9%87%D8%B1%D8%A8%D8%A7%D8%A6%D9%8A%D8%A9/
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· https://www.youm7.com/story/2018/9/17/%D8%A7%D9%84%D9%86%D8%AC%D9%85-%D8%A7%D9%84%D8%B3%D8%A7%D8%B7%D8%B9-2018-%D8%AA%D9%88%D8%A7%D8%B5%D9%84-%D9%81%D8%B9%D8%A7%D9%84%D9%8A%D8%A7%D8%AA%D9%87%D8%A7-%D8%A8%D9%82%D8%A7%D8%B9%D8%AF%D8%A9-%D9%85%D8%AD%D9%85%D8%AF-%D9%86%D8%AC%D9%8A%D8%A8-%D8%A7%D9%84%D8%A8%D8%AD%D8%B1%D9%8A%D8%A9-%D8%AA%D9%86%D9%81%D8%B0/3952954
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· https://www.alaraby.co.uk/politics/2018/9/17/%D8%A3%D8%B1%D8%AF%D9%88%D8%BA%D8%A7%D9%86-%D8%A7%D9%84%D9%84%D9%82%D8%A7%D8%A1-%D9%85%D8%B9-%D8%A8%D9%88%D8%AA%D9%8A%D9%86-%D9%81%D9%8A-%D8%B3%D9%88%D8%AA%D8%B4%D9%8A-%D9%85%D9%87%D9%85-%D9%84%D9%85%D8%B3%D8%AA%D9%82%D8%A8%D9%84-%D8%A5%D8%AF%D9%84%D8%A8
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· https://arabi21.com/story/1123438/%D8%A7%D9%84%D8%AD%D9%88%D8%AB%D9%8A%D9%88%D9%86-%D9%82%D8%A8%D8%B6%D9%86%D8%A7-%D8%B9%D9%84%D9%89-%D8%AE%D9%84%D9%8A%D8%A9-%D8%AA%D8%AC%D8%B3%D8%B3-%D8%A5%D9%85%D8%A7%D8%B1%D8%A7%D8%AA%D9%8A%D8%A9-%D8%AA%D9%81%D8%A7%D8%B5%D9%8A%D9%84
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· https://www.alalam.ir/news/3782341/%D8%B3%D9%88%D8%B1%D9%8A%D8%A7---%D8%AD%D8%AF%D9%88%D8%AF-%D8%A7%D9%84%D8%AF%D9%85--
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Arabic open source NLP toolkits

Different toolkits have different level of NLP capabilities (i.e. Some of them provide only stemming or only tokenization) and most obviously provide different levels of accuracy.
There are 3 most widely known NLP toolkits (UDPipe, CoreNLP, NLTK) which have support for Arabic language:

UDPipe

General information
· http://ufal.mff.cuni.cz/udpipe 
· https://ufal.mff.cuni.cz/udpipe/api-reference
· https://ufal.mff.cuni.cz/udpipe/users-manual 
Information on Arabic support:
· 	https://github.com/jwijffels/udpipe.models.ud.2.0/tree/master/inst/udpipe-ud-2.0-170801 (for downloading) 
· 	https://github.com/jwijffels/udpipe.models.ud.2.0/blob/master/inst/udpipe-ud-2.0-170801/arabic-ud-2.0-170801.udpipe
Online demo (using the models above) is available from: 
· http://lindat.mff.cuni.cz/services/udpipe/
Java code example: 
· https://github.com/ufal/udpipe/blob/master/bindings/java/examples/RunUDPipe.java


Stanford Natural Language Processing Group

General information
· https://stanfordnlp.github.io/CoreNLP/simple.html
· https://github.com/stanfordnlp/CoreNLP
Information on Arabic support:
· 	https://nlp.stanford.edu/software/lex-parser.shtml  -Arabic is mentioned as supported (read https://nlp.stanford.edu/pubs/coling2010-arabic.pdf ) 
· 	https://nlp.stanford.edu/projects/arabic.shtml
Download Arabic model: 
· 	https://stanfordnlp.github.io/CoreNLP/download.html
· 	http://nlp.stanford.edu/software/stanford-arabic-corenlp-2018-10-05-models.jar
Java example: 
· 	https://www.youtube.com/watch?v=w4rWpvBjBRI
· 	https://github.com/drewfarris/corenlp-examples/blob/master/src/main/java/drew/corenlp/SimpleExample.java
Python example:
· https://stackoverflow.com/questions/44914887/stanford-pos-tagger-with-nltk-in-arabic-text
· https://stanfordnlp.github.io/CoreNLP/other-languages.html

NLTK

NLTK seems to support only Arabic stemming: 
· https://www.nltk.org/_modules/nltk/stem/isri.html


In addition, there are following Arabic only NLP toolkits available on the internet:

ATKS - https://www.microsoft.com/en-us/research/project/arabic-toolkit-service-atks/
FARASA - http://qatsdemo.cloudapp.net/farasa/
QCRI - https://www.qcri.org/our-research/arabic-language-technologies/arabic-language-technologies
MADAMIRA - https://camel.abudhabi.nyu.edu/madamira/
MADA+TOKAN -
http://www.elda.org/medar-conference/pdf/24.pdf   
http://www1.cs.columbia.edu/~rambow/software-downloads/MADA_Distribution.html   
http://www1.cs.columbia.edu/~rambow/software-downloads/CCLS-10-01.pdf
http://www1.cs.columbia.edu/~rambow/software-downloads/old-MADA.html
ArabicNLP - https://github.com/SemanticFrontiers/ArabicNLP


Arabic IBM proprietary NLP toolkits

There are 2 major libraries bundled with variety of IBM products which has NLP support for Arabic. 
· LanguageWare (LW) – For more information please see: https://en.wikipedia.org/wiki/LanguageWare
· Statistical Information and Relation Extraction (SIRE) – For more information please see:
https://researcher.watson.ibm.com/researcher/view_group.php?id=2223

We have very intimate understanding / experience with tools above. In terms of performance / accuracy they are the best.

Scientific articles dedicated to the problem of multi label classification for Arabic documents

There are several works dedicate to the problem of multilabel classification of Arabic documents:

1. Binary Relevance (BR) method classifier of multi-label classification for Arabic text
http://www.jatit.org/volumes/Vol84No3/13Vol84No3.pdf

2. A Supervised Approach for Multi-Label Classification of Arabic News Articles (Conference Paper · July 2016)
https://www.researchgate.net/publication/303665828_A_Supervised_Approach_for_Multi-Label_Classification_of_Arabic_News_Articles
https://ieeexplore.ieee.org/document/7549465/

3. Scalable Multi-Label Arabic Text Classification
Conference Paper · April 2015
https://ieeexplore.ieee.org/document/7103229/

4. A lexicon based approach for classifying Arabic multi-labeled text
https://www.emeraldinsight.com/doi/pdfplus/10.1108/IJWIS-01-2016-0002
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