可扩展数据库模型

# 表设计

## 一、行转列

以字符串存储各种数据类型，通过行转列实现实体属性读取。

以前提到的电子商务网站的商品实体为例，我们可以建立两个表“商品”和“商品属性”，商品表为普通的商品属性，可以将商品名称、价格等大部分商品的公共属性放到该表中。商品表与商品属性表形成一对多关系，商品属性表只需要定义商品“属性名”和“属性值”这两个属性用于保存一个商品的各个属性。

这样在每读取一个商品时，可以读取该商品的属性集合，然后将属性集合重新绑定到对象，将该对象暂时在页面上。

这种做法的优点是灵活，可以为商品创建无数个不同的属性，可以应对电商这种快速变化，快速上线的需求。缺点是后期做统计的时候会很慢，因为需要行转列，如果要涉及到各种Join查询之类的也会很麻烦。

## 二、冗余列

预定义大量的冗余列，根据用户对实体属性的类型设置匹配对应的列。

如果我们不希望行转列的话，那么可以预先定义好数据列，由于不确定是哪种数据类型，所以我们可以将表的列定义的特别多，每个不同的数据类型都定义几个或者十来个列，这些列都是允许为空的，如果没有使用已经预定义好的列，并不会占据多少数据空间。

这种数据库设计方法的优点是不会存在行转列的问题，所以在join或者出报表时性能较好，缺点就是使得一个表的列特别多，而且大部分列在大多数情况下是不使用的，而且扩展比较困难，比如我们要定义17个bit类型的列，但是系统默认只有16个，这种情况下，就需要在数据库中使用2行数据来表示1行列表数据。

## 三、XML存储

使用XML数据类型存储动态列数据。

XML数据类型是SQL的一个标准，目前主流的数据库都支持XML数据类型，数据库为XML提供专门的语法以快速检索和操作XML数据。在新版的SharePoint中，就使用XML来存储用户自定义列表的内容。

## 四、动态创建表

为用户定义的实体动态创建表。

还有一直动态方法是在程序中动态创建表，用户每在程序中定义一个实体的时候，就好根据用户定义创建一个对应的表。比如微软的Dynamic CRM就是这样实现的。用户可以在系统中创建大量的实体，并且还可以定义实体之间的关系，系统就会按照用户的定义创建对应的表，以及外键。

这种方法的优点是性能好，每个实体与其数据库表相对应，不存在大量的冗余列，也不会存在行转列的问题。缺点是开发难度大，对用户的要求高；而且在创建好实体并且存储了大量数据后，如果想要修改实体属性，那么将很困难。

## 五、复合字段

使用复杂字段。在某些特殊要求下还是很有用的， 比如，某个业务实体（某张表），有一些标记位，都是true/false 的标记，可以理解为这个实体的一些属性，经常需要添加，这种情 况，在生产中我们使用过**用一个数字**，按位来表示这些标记的，比如第三位表示他是不是付费用户，第四位表示他是合作方来的用户 还是自己注册的，等等。还有一种情况，需要更复杂的属性列表， 属性个数经常变，可以考虑使用**一个文本字段**，保存结构化的数据， 然后在使用时需要动态解析该字段。使用复杂字段的好处就在于比 较灵活，同一类型的数据可以放在一起（实际上相当于把应该是一 个关联表的数据放一个字段里了），操作的性能也不错，但是复杂 字段里面的内容查询比较困难，程序实现和修改起来也更复杂。

## 六、索引表

将数据的存储和索引（需要查询的内容）分开存放， 相当于主表就一个key value，把需要查询的字段放到其他单独的表里去，这种方法对数据的实时查询的效率有一定的影响，但是 针对实时性的要求并不是所有系统都有要求的，在有些地方是很好 的解决方案。
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# 架构

## 集群

横向扩展，对程序端透明，多副本，负载均衡

### Share-Disk架构

　　Share-Disk架构是通过多个服务器节点共享一个存储来实现数据库集群。在此基础之上，Share-Disk架构又分为单活和双活，双活即为集群中的每一个节点都可以同时对外提供服务，而单活为集群中只有一个节点可对外提供服务，集群中的其他服务器作为冗余在活的节点出现故障时接替该服务器成为对外提供服务的节点。

　　这种方式的弊端也是显而易见的，如下：

* 硬件资源的严重浪费，同一时间集群中只有一台服务器活着，其他服务器只能作为冗余服务器。
* 集群无法提升性能，因为只有一台服务器可用。
* 存储方面存在单点故障，除非在存储层级保证高可用，通常需要昂贵的SAN存储。

　　因此该类方案仅仅可以做到服务器层面的高可用，无法带来性能的提升，也无法解决存储单点故障的问题。因此如果不搭配其他高可用或负载均衡的技术，存在的意义并不是很大。

　　另一类技术是Share-Disk中的双活的技术，与单活技术不同的是，双活的技术虽然也是共享磁盘，但集群中的所有节点都可以对外提供服务，典型的产品就是Oracle的RAC。RAC的技术性非常的高，因此需要水平比较高的人来运维系统。RAC设计的初衷并不是为了性能，而是为了高可用和可扩展性，如果应用程序不是针对RAC架构设计和开发的，则将应用程序迁移到RAC上会导致性能的急剧下降，并且节点越多性能下降越明显。

## Share-Nothing架构

　　Share-Nothing架构又分为两种，首先是**分布式架构**。将数据库中的数据按照某一标准分布到多台机器中，查询或插入时按照条件查询或插入对应的分区。另一种是每一个**节点完全独立**，节点之间通过网络连接，通常是通过光纤等专用网络。

在Share-Nothing架构中，每一个节点都拥有自己的内存和存储，都保留数据的完整副本。通常来说，又可以分为两种，**可以负载均衡和不可以负载均衡**。

　　首先谈谈不可负载均衡的集群，在不可负载均衡的技术中，集群中的节点会被分为主节点和辅助节点，主节点向外提供服务，辅助节点作为热备（二阶段事务提交）或暖备（不需要保证事务同步），同时有可能使得辅助节点提供只读的服务。

　　这种架构带来的好处包括：

* 辅助节点数据和主节点保持同步或准同步，当搭配第三方仲裁后，可以实现自动的故障转移，从而实现了高可用。
* 辅助节点由于和主节点完全独立且数据同步或准同步，因此主节点出现数据损坏后，可以从辅助节点恢复数据(自动或手动)。
* 由于Share-Nothing架构使用了本地存储（或SAN），相较于Share-Disk架构在慢速网络时有非常大的性能优势。

　　当然，弊端也显而易见，因为辅助节点无法对外提供服务或只能提供只读服务，因此该类集群的弊端包括：

* 扩展能力非常有限。
* 对性能没有提升，因为涉及到各节点的数据同步，甚至带来性能的下降。
* 辅助节点如果可读，虽然提升性能，但需要修改前端应用程序，对应用程序不透明。

另一类Share-Nothing架构中，是允许负载均衡的。所谓负载均衡就是将对数据库的负载分布到集群中的多个节点上，在集群中的每一个节点都可以对外提供服务，从而达到更高的吞吐量，更好的资源利用率和更低的响应时间。前端通过代理进行调度。可负载均衡的Share-Nothing架构的好处是每台服务器都能提供服务，能充分利用现有资源，达到更高的吞吐量。这类方案集群中的每个节点都会对外提供服务，因此有如下好处：

* 由于每一个节点都可以对外提供服务，因此可以提升性能。
* 扩展性得到提升，可以通过向集群添加节点直接进行Scale-Out扩充。
* 由于前端应用通过代理连接到集群，而集群中的每一个节点都保持完整的数据集，因此对应用程序端完全透明。

但该类方案的弊端也显而易见，因为每一个节点都需要完整的数据集，因此需要占用更多的存储空间。
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