以大规模语料库为基础的语义空间词向量类比关系研究

文献综述

* 1. **前言**

文献及相关资料主要来源于Spriger、中国知网和NAACL HLT会议数据库。主要领域为机器学习、CNN卷积神经网络、机器翻译、自然语言处理等。

随着计算机应用领域的不断扩大，自然语言处理受到了人们的高度重视。机器翻译、语音识别以及信息检索等应用需求对计算机的自然语言处理能力提出了越来越高的要求。

为了使计算机能够处理自然语言，首先需要对自然语言进行建模。自然语言建模方法经历了从基于规则的方法到基于统计方法的转变。从基于统计的建模方法得到的自然语言模型称为统计语言模型。有许多统计语言建模技术，包括n-gram、神经网络以及log\_linear模型等。在对自然语言进行建模的过程中，会出现维数灾难、词语相似性、模型泛化能力以及模型性能等问题。寻找上述问题的解决方案是推动统计语言模型不断发展的内在动力。

依靠计算机技术的发展和机器计算能力的跃迁，打破了性能障碍，曾经难以实现的工作也有了实践的基础，伴随着机器学习热潮，国内外对自然语言处理技术提出了越来越多的解决方案，解决了许多实际问题。

* 1. **主要工作介绍**

1. **Word2vec技术的提出**

Word2vec技术是由Google的T.Miklov等提出的新一代自然语言处理技术，具有训练快、准确率高等优点，已经被广泛应用于自然语言处理的机器翻译、语音识别等领域。Miklov等在模型中提出了两种大规模语料库的向量空间表示框架CBOW和Skip-gram[1]，本质上来说，这两种框架都是神经网络概率语言模型的具体表现形式。CBOW模型主要用于根据上下文通过出现概率来预测当前词，Skip-gram模型主要用于根据当前词来预测上下文[2]。这两种框架的应用极大地提高了模型的适用性和功能性，具有操作简便、预测速度快的特点[3]。

1. **以大规模语料库为基础的研究前沿**

大规模语料库是近年兴起的新概念，传统意义上的语料库是以文本为基础，通过标签和引用进行评价的文本语料库，具有构建成本高、准确率高、人工筛选成本高等特点。传统语料库的主要内容是对语料进行词性标注，功能单一缺乏大规模推广的价值，并且由于其依赖于人工筛选纠错，使得构建语料库成本高昂。在传统语料库研究中，研究者提出了许多模型原型和理论方法，如N-gram和log\_linear方法，但这些方法预测的准确性存在问题，其结果通常需要人工标注来进行修正，即便是精心设计的半自动标注模型也存在着标注成本的问题[4]，这制约了研究的进一步深入。对于语料库研究者来说，在Word2vec技术公开之前，他们不得不过多地借用已有的规模语料库成果，否则就必须承受准确性较差的自建语料库。

随着Word2vec技术的推出，大量的实证研究表明，Word2vec构建的语料库模型具有训练快、成本低、准确度高的特点，直接推动了大规模语料库的建设和相关研究的发展[5]。

1. **从语义空间到向量空间**

根据Google的T. Mikolov等提出的两种大规模语料库的向量空间表示框架CBOW和Skip-gram，国内外许多研究机构和研究者根据提出的框架实现原理进行了许多实证研究，并改进提出了不同领域的Word2vec算法拓展，特别的，国内研究者逐步攻克了中文语料库建模的难题，对中文语料的切片、分类提出了许多新方法，取得了一定的效果[6][7][8]。但目前应用效果最好的，还是英文语料库，其中以Google训练并开源的大规模语料库最为完整、规范。目前对word2vec技术的学习和研究多以这一语料库为主要研究对象。

综合国内外研究发现，Word2vec技术的应用主要是对语料的快速建模和语义分析，寻找相似关系以及衡量语义相似度，也被用于建立新的分类模型。在这些研究中，注意到类比关系及类比计算是Word2vec技术研究的基础。类比计算是通过训练好的语料库，在词向量之间进行向量运算，以相似度函数值的形式来衡量不同词向量之间的相似度和语义相关性[9]。目前的研究主要是对词向量两两之间的关系进行探索，尝试找到更加有效的关系评价指标体系。而对词向量对之间的关系仍然缺乏系统的研究，如“man-woman”和“king-queen”两个之间的存在的关系可以通过向量做差得到的新向量捕捉到，即新向量之间存在极大的相似性（模、方向）[10]。因此，不同词向量之间形成的差空间（逐项作差得到的向量空间）存在着丰富的语义关联研究方向，但现在仍缺乏系统的差空间研究。因此适合作为本文的研究方向。

1. **工作可行性及意义**

研究大规模语料库语义空间是当前的热门研究方向，类比关系是语义中一种主要的语义关系。对这一方面的研究，将丰富国内对Word2vec技术和大规模语料库的研究内容，为Word2vec技术的推广提供可复现的研究成果。

研究内容涉及面广，技术细节丰富，代码量较大。通过本研究的实践，可以充分锻炼建模能力、计算机编程能力和信息处理能力，体现了交叉学科的特点，锤炼了基本的学科技能，培养了处理复杂科研问题和理论转化为实践成果的思维能力和动手能力。
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