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This paper examines the interaction of Named Entity Recognition and Question Answering through a survey of existing Named Entity Recognition libraries and an experiment using a set of 200,000 questions from the popular quiz show Jeopardy. The primary focus of this paper was to examine different implementations of Named Entity Recognition through widely available libraries spaCy and StanfordNER. Following this an experiment is run documenting the effects of a small amount of additional training for the pre-trained spaCy NER model to identify potential improvements from training data that better matches the format of questions and answers. However, this additional training did not improve results over the test set of data, decreasing NER performance by 0.4-3%.

Introduction

Question answering is both a fundamental task of Natural Language Processing (NLP) and of answering trivia questions. A machine tasked with understanding a question as one would appear on Jeopardy would be required to pick out people, places and events as they are typically the primary indicator of an answer to a human answering the same question. While a machine certainly goes through different processes, Named Entities will still typically contain essential information for answering trivia questions. In this paper, we introduce a set of Jeopardy-style questions to an existing Named Entity Recognition model to see if training on a set of data with this specific format may offer gains in performance over the baseline model trained over other standard sets of text data.

Literature Review

**Previous Research:** Named Entity Recognition has been one of the foundational tasks of Natural Language Processing since it’s recognition by MUC-6 in 1995. Named Entity Recognition plays a role in both the Question Processing and Answer extraction elements of answering a trivia question. The most common task for NER is performance on a dataset compiled and released at the 2003 Conference on Natural Language Learning (CoNLL). Molla, Van Zaanen and Smith (2009 examined how NER can improve results on a Question Answering task, focusing on the ability of NER to narrow down a set of potential answers to the most likely possible answer. Lample and others at Carnegie Mellon University published a paper in 2016 introduced the architectures of bi-directional LSTMs and Conditional Random Fields for tagging as a new state-of-the-art in the field. The current state of the art was recently achieved by a team at Facebook (Baevski, et. al., 2019) using bi-directional transformers.

**Library Comparison:** When attempting to implement an NER solution, the most popular methods to do so are spaCy, which is a Python library with powerful, fast out-of-the-box NER power and StanfordNER, implemented in Java, which has been around for much longer. Considering first StanfordNER, (Finkel, Grenager and Manning, 2005) this implementation uses Conditional Random Fields and, at the time of publication, represented near state-of-the art performance in the 2003 CoNLL task. This model makes use of bi-directional context, character-level n-grams and POS tagging to represent sequences which are then tested using methods similar to Markov Chain Monte Carlo Methods.

The spaCy module (Honnibal & Montani, 2017) is more easily usable than the StanfordNER model, but has less published material regarding the techniques behind it and its level of performance, which was near state-of-the-art at its much later introduction. The spaCy NER models make use of Bloom word embeddings, which allow for compression of data representation in an efficient manner (Serra & Karatzoglou, 2017) and residual Convolutional Neural Networks in generating the entities.
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This project was working with the dataset consisting of all questions and answers from the quiz show Jeopardy between 1985 and 2012. This dataset covers 216,930 data points, each of which is has an associated show date, as well as a category, question and answer, each of which are text data. Each of the question texts are posed as a statement, as opposed to a question, and the answers are typically single words or entities. It is important to note that answers are not phrased as questions in this data, though the rules of the show demand that contestants respond in the form of a question. This data is not labelled for any standard NER tasks, so any labeling for the experiment would need to be done by hand. Initial observations were done over this set of data including generating word2vec embeddings of questions and answers and

1. Experiment

**Process:** This experiment went through several stages of failure before reaching the results described here. I first intended to compare implementations of NER across libraries and to examine the effects of adding substantial training data in the form of the Jeopardy data set. Unfortunately, the lack of labels on the Jeopardy dataset posed the first problem. I attempted to go through a hand-labeling process, but this would not provide a significant scale for the data. I additionally encountered trouble in setting up a local version of StanfordNER due to issues creating a local environment in which to run Java scripts. I also considered running an experiment around word embeddings of question texts versus answer texts to see if cosine similarity may be identified among certain sets of words of the question and the answer, but decided upon the experiment described below.

**Experiment Design:** My experiment examined the effect of a small amount of Jeopardy-style training data in addition to the larger pre-trained spaCy model. do so only allowed for 50 training data points and 50 test data points to be labelled. The baseline for the experiment was the out-of-the-box spaCy NER implementation, labelled as baseline. This model was then additionally trained over a sub-sample of the 50 labelled training observations, establishing a model train\_38. The baseline model was then trained over all of the labelled training observations, creating the model trained\_50. All additional training was done using the resume\_training function of the spaCy module which allows for the model to take in more observations while not losing the context of the baseline model. These models were then each tested against the labelled test observations.

1. Results

As shown in Figure 1, the additional training data did not, on aggregate, increase the predictive power of the model. The train\_50 model performed very near to the baseline model, while the train\_38 model saw a more significant dip in performance according to accuracy. Accuracy was an appropriate metric in this case because we did not have evidence of particularly unbalanced classes in the data. In fact, most of the NER results did not change across the models, which is not particularly surprising for the small amount of additional training. The primary conclusion from this experiment is that more labelled data or a more significant change of methodology would be necessary to improve on the baseline model, even when introducing a new format of text as we are with trivia questions.
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| Figure 1: Relative Accuracy of the baseline models and those**.** |
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