# Main topic: Using the âapplyâ family function.

# Part 1: let’s start with “apply”. (2 pts each)

# create a 10-by-10 matrix for manipulation.

set.seed(1120)  
some\_matrix = matrix(rnorm(100), ncol = 10) # standard normal dist  
  
some\_matrix[1, 3]= some\_matrix[5,5]=some\_matrix[10, 2]= some\_matrix[6,8] = NA

# think about how to deal with NA.

#NA values become a hinderance when using certain functions, so they can be removed by specifying values of arguments #in your R code that remove them before making calculations eg na.rm = TRUE

# 1a, what’s the variance of the observations in each row of the matrix?

row\_var = apply(some\_matrix, 1, var,na.rm=TRUE)  
 row\_var

## [1] 0.5789088 0.1880476 1.2409336 0.5984562 0.7451429 1.2965789 0.6087033  
## [8] 1.6622512 0.4732179 1.0681420

# 1b, sort (all) the columns of the above matrix

some\_matrix[,1]= sort(some\_matrix[,1])  
 some\_matrix[,2]=sort(some\_matrix[,2], na.last = TRUE)  
 some\_matrix[,3]=sort(some\_matrix[,3], na.last = TRUE)  
 some\_matrix[,4]=sort(some\_matrix[,4])  
 some\_matrix[,5]=sort(some\_matrix[,5],na.last = TRUE)  
 some\_matrix[,6]=sort(some\_matrix[,6])  
 some\_matrix[,7]=sort(some\_matrix[,7])  
 some\_matrix[,8]=sort(some\_matrix[,8],na.last=TRUE)  
 some\_matrix[,9]=sort(some\_matrix[,9])  
 some\_matrix[,10]=sort(some\_matrix[,10])

# 1c, find the total number of negative values by column in some\_matrix.

# your answer should be a vector of integer of length 10.

new\_vec = c(sum(some\_matrix[,1] < 0),sum(some\_matrix[,2] < 0, na.rm= TRUE),  
 sum(some\_matrix[,3] < 0, na.rm= TRUE ),sum(some\_matrix[,4] < 0),  
 sum(some\_matrix[,5] < 0, na.rm= TRUE),sum(some\_matrix[,6] < 0),  
 sum(some\_matrix[,7] < 0),sum(some\_matrix[,8] < 0, na.rm= TRUE),  
 sum(some\_matrix[,9] < 0),sum(some\_matrix[,10] < 0))  
 new\_vec

## [1] 5 6 5 6 6 7 5 2 8 4

# Part 2: let’s play with “sapply”. (2 pts each)

# 2a, find the square root, the square and the cube of the numbers 1 to 10.

# (hint: think about how to define the function first; your answer should be a 3-by-10 matrix.)

numbers = c(1,2,3,4,5,6,7,8,9,10)  
squareroot\_vector= sapply(numbers, sqrt)  
 square\_vector =sapply(numbers, function (x) x^2)  
 cube\_vector = sapply(numbers, function (x) x^3)  
 solution\_matrix = rbind(squareroot\_vector,square\_vector,cube\_vector)  
 solution\_matrix

## [,1] [,2] [,3] [,4] [,5] [,6]  
## squareroot\_vector 1 1.414214 1.732051 2 2.236068 2.44949  
## square\_vector 1 4.000000 9.000000 16 25.000000 36.00000  
## cube\_vector 1 8.000000 27.000000 64 125.000000 216.00000  
## [,7] [,8] [,9] [,10]  
## squareroot\_vector 2.645751 2.828427 3 3.162278  
## square\_vector 49.000000 64.000000 81 100.000000  
## cube\_vector 343.000000 512.000000 729 1000.000000

# 2b, we played with the data set mtcars previously.

# now find the class of each variable(column)

data(mtcars)  
sapply(mtcars, class)

## mpg cyl disp hp drat wt qsec   
## "numeric" "numeric" "numeric" "numeric" "numeric" "numeric" "numeric"   
## vs am gear carb   
## "numeric" "numeric" "numeric" "numeric"

# Part 3: the next is “lapply”! (2 pts each)

# 3a, same as 2b), but using “lapply”, and get your function output as a vector as well.

# (hint: what does “lapply” return? how to convert it to a vector?)

unlist(lapply(mtcars, class))

## mpg cyl disp hp drat wt qsec   
## "numeric" "numeric" "numeric" "numeric" "numeric" "numeric" "numeric"   
## vs am gear carb   
## "numeric" "numeric" "numeric" "numeric"

# 3b, from 3a), what do you observe about the relationship, the difference

# between “sapply” and “lapply”? (hint: think about their inputs and outputs)

# sapply tries to simplify output by returning it in a vector form, while lapply returns output as a list

# 3c, here I create some random data

set.seed(1120)  
rndm <- replicate(15, runif(sample(1:10, 1)), simplify = FALSE)

# first, what did the above code generate? name the data structure, the length,

# and the content as well as giving a description.

#the above code generated a random distribution of samples in a list format #it is a list

length(rndm)

## [1] 15

str(rndm)

## List of 15  
## $ : num [1:7] 0.1359 0.1727 0.5719 0.0383 0.628 ...  
## $ : num [1:3] 0.0997 0.1031 0.4102  
## $ : num [1:2] 0.711 0.996  
## $ : num [1:2] 0.839 0.344  
## $ : num [1:8] 0.727 0.784 0.414 0.597 0.489 ...  
## $ : num [1:9] 0.094 0.649 0.442 0.583 0.912 ...  
## $ : num [1:5] 0.0547 0.3792 0.6228 0.2838 0.141  
## $ : num [1:8] 0.5109 0.112 0.6394 0.0277 0.9371 ...  
## $ : num [1:5] 0.7878 0.7276 0.122 0.1758 0.0278  
## $ : num [1:3] 0.183 0.664 0.427  
## $ : num [1:3] 0.997 0.663 0.582  
## $ : num [1:3] 0.582 0.463 0.996  
## $ : num [1:7] 0.966 0.296 0.622 0.119 0.587 ...  
## $ : num 0.657  
## $ : num [1:8] 0.0685 0.4317 0.0478 0.258 0.4222 ...

# 3d, using “lapply”, return the lengths of each component in rndm.

lapply(rndm, length)

## [[1]]  
## [1] 7  
##   
## [[2]]  
## [1] 3  
##   
## [[3]]  
## [1] 2  
##   
## [[4]]  
## [1] 2  
##   
## [[5]]  
## [1] 8  
##   
## [[6]]  
## [1] 9  
##   
## [[7]]  
## [1] 5  
##   
## [[8]]  
## [1] 8  
##   
## [[9]]  
## [1] 5  
##   
## [[10]]  
## [1] 3  
##   
## [[11]]  
## [1] 3  
##   
## [[12]]  
## [1] 3  
##   
## [[13]]  
## [1] 7  
##   
## [[14]]  
## [1] 1  
##   
## [[15]]  
## [1] 8

# 3e, now create the following list:

list\_a <- list(c=c(11:20), d=c(31:40))

# take the (natural) log of EACH element in list\_a

log(list\_a$c)

## [1] 2.397895 2.484907 2.564949 2.639057 2.708050 2.772589 2.833213  
## [8] 2.890372 2.944439 2.995732

log(list\_a$d)

## [1] 3.433987 3.465736 3.496508 3.526361 3.555348 3.583519 3.610918  
## [8] 3.637586 3.663562 3.688879

# explain why log2(list\_a) doesn’t work. (hint: help manual, look at the function input format)

#log2(x) works on numeric arguments, it does not view list\_a as a numeric argument because list\_a is a list

# Part 4: the “tapply” and its equivalent. (2 pts each)

# we will use the data set “iris”; familiarize yourself with it first:

data(iris)

# 4a, find the mean petal length by species.

tapply(iris$Petal.Length, iris$Species, mean )

## setosa versicolor virginica   
## 1.462 4.260 5.552

# 4b, look up the function “by”

# obtain the mean of the 4 features, by species, but using only one function call.

for( i in 1:4){  
   
   
 print(by(iris[,i], iris$Species, mean))  
   
 }

## iris$Species: setosa  
## [1] 5.006  
## --------------------------------------------------------   
## iris$Species: versicolor  
## [1] 5.936  
## --------------------------------------------------------   
## iris$Species: virginica  
## [1] 6.588  
## iris$Species: setosa  
## [1] 3.428  
## --------------------------------------------------------   
## iris$Species: versicolor  
## [1] 2.77  
## --------------------------------------------------------   
## iris$Species: virginica  
## [1] 2.974  
## iris$Species: setosa  
## [1] 1.462  
## --------------------------------------------------------   
## iris$Species: versicolor  
## [1] 4.26  
## --------------------------------------------------------   
## iris$Species: virginica  
## [1] 5.552  
## iris$Species: setosa  
## [1] 0.246  
## --------------------------------------------------------   
## iris$Species: versicolor  
## [1] 1.326  
## --------------------------------------------------------   
## iris$Species: virginica  
## [1] 2.026

# 4c, same as 4b), but using “aggregate” function.

aggregate(iris[,1:4], list(iris$Species), mean)

## Group.1 Sepal.Length Sepal.Width Petal.Length Petal.Width  
## 1 setosa 5.006 3.428 1.462 0.246  
## 2 versicolor 5.936 2.770 4.260 1.326  
## 3 virginica 6.588 2.974 5.552 2.026

# 4d, same as 4b), but using the combination of “apply” and “tapply”.

# (hint: nested function)

# Part 5: other apply functions. (2 pts each)

# 5a, look up the function “mapply”

# we create list\_a in 3e).

list\_b <- list(a=1:10, b=21:30)

# What is the sum of the corresponding elements of list\_a and list\_b,in one function call?

# Your result should be a vector of length 10.

mapply(sum, list\_a$c,list\_a$d,list\_b$a, list\_b$b)

## [1] 64 68 72 76 80 84 88 92 96 100

# 5b, look up the function “rapply”

# same as 3e), but using rapply function, get your function output as a list as well.

# (hint: take a look at the function parameters)

log\_function\_output= as.list(rapply(list\_a, log))  
 log\_function\_output

## $c1  
## [1] 2.397895  
##   
## $c2  
## [1] 2.484907  
##   
## $c3  
## [1] 2.564949  
##   
## $c4  
## [1] 2.639057  
##   
## $c5  
## [1] 2.70805  
##   
## $c6  
## [1] 2.772589  
##   
## $c7  
## [1] 2.833213  
##   
## $c8  
## [1] 2.890372  
##   
## $c9  
## [1] 2.944439  
##   
## $c10  
## [1] 2.995732  
##   
## $d1  
## [1] 3.433987  
##   
## $d2  
## [1] 3.465736  
##   
## $d3  
## [1] 3.496508  
##   
## $d4  
## [1] 3.526361  
##   
## $d5  
## [1] 3.555348  
##   
## $d6  
## [1] 3.583519  
##   
## $d7  
## [1] 3.610918  
##   
## $d8  
## [1] 3.637586  
##   
## $d9  
## [1] 3.663562  
##   
## $d10  
## [1] 3.688879

# Part 6: to sum up… (2 pts each)

# 6a,

# give an example or detailed explanation of and example of when the “apply” family function

# doesn’t work, we have to use for loop(s).

#some members of the apply family functions only work on arguments of the same length as its index per time, #in such cases a loop has to be introduced. # For example a for loop is necessary when using the tapply function to find the mean of all the columns of the iris dataset with index “Species”

# 6b, to make sure you really know how to apply “apply”,

# give an example of, two nested “apply” family functions, explain what you did.

# e.g., apply(apply(some\_matrix,2,is.na), 2, sum), this gives you the number

# of NA’s in each column. It’s just for illustration, you can do this with one “apply” too.

# anything similar to the example above doesn’t count.

# Part 7: linear regression. (5pts)

# Using the family data, fit a linear regression model to predict weight from height.

# comment on the output; how do you interpret this model? (hint: lm() function)

load("C:/Users/Kosi/Downloads/family.rda")  
   
 lm(weight ~ height, data = family)

##   
## Call:  
## lm(formula = weight ~ height, data = family)  
##   
## Coefficients:  
## (Intercept) height   
## -455.666 9.154

#-455.666 andd 9.154 are the beta coefficients. #we can therefore say weight = -455.666 + 9.154height

# Create a scatterplot of height vs weight. Add the linear regression line you found above.

# Provide an interpretation for your plot.

scatter.smooth (x = family$height, y = family$weight, main= "weight~ height")

![](data:image/png;base64,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)

# weight and height have a positive linear relationship meaning that as height increases , weight tends to incease too.