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Indonesia merupakan negara yang kaya akan bahasa dan budaya, salah satunya adalah lagu daerah dan lagu nasional. Dalam upaya melestarikan kebudayaan Indonesia dengan memanfaatkan teknologi dan informasi dapat dilakukan dengan cara klasifikasi lagu daerah dan lagu nasional. *Dataset* klasifikasi yang akan diuji terdiri dari 480 lagu daerah dan 90 lagu nasional yang akan dibagi menjadi skenario 2 label, 4 label, dan 31 label dengan menggunakan dan tanpa menggunakan SMOTE. *Dataset* yang akan diklasifikasi, sebelumnya harus melalui beberapa tahapan, tahapan pertama adalah *preprocessing text* yang terdiri dari *case folding*, *remove punctuation*, *tokenizing*, dan *indexing with term frequency*. Teknikyang digunakan mengatasi *dataset* yang tidak seimbang adalah *upsampling* dengan menggunakan teknik *Synthetic Minority Over-Sampling Technique* (SMOTE). Kemudian *dataset* akan dilakukan klasifikasi dengan metode *Naïve Bayes Multinomial* yang akan menghitung jumlah frekuensi kemunculan kata pada suatu dokumen. *Dataset* akan dievaluasi dengan menggunakan metode 10-*fold cross validation* dan akan ditampilkan dalam *confusion matrix* yang terdiri dari akurasi, presisi, dan *recall*. Berdasarkan hasil penelitian didapatkan skenario terbaik dengan menggunakan SMOTE pada 31 label dengan hasil akurasi 98,1%.

SUMMARY
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Indonesia is a country that is rich in language and culture, one of which is folk songs and national songs. In an effort to preserve Indonesian culture by utilizing technology and information, this can be done by classifying traditional songs and national songs. The classification dataset to be tested consists of 480 traditional songs and 90 national songs which will be divided into scenarios of 2 labels, 4 labels, and 31 labels using and without using SMOTE. The dataset to be classified, previously had to go through several stages, the first stage was preprocessing text which consisted of case folding, remove punctuation, tokenizing, and indexing with term frequency. The technique used to overcome unbalanced datasets is upsampling using the Synthetic Minority Over-Sampling Technique (SMOTE). Then the dataset will be classified using the Naïve Bayes Multinomial method which will calculate the number of occurrences of words in a document. The dataset will be evaluated using the 10-fold cross validation method and will be displayed in a confusion matrix consisting of accuracy, precision, and recall. Based on the results of the study, the best scenario was obtained using SMOTE on 31 labels with an accuracy of 98.1%.
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BAB I

PENDAHULUAN

* 1. Latar Belakang Masalah

Indonesia merupakan negara yang memiliki keanekaragaman bahasa dan budaya. Salah satu kebudayaan yang ada pada setiap provinsi di Indonesia adalah lagu daerah (Setiowati, 2020). Lagu daerah memiliki ciri khas yang berbeda-beda yaitu terletak pada lirik lagu yang mewakilkan bahasa dari daerah tersebut. Selain lagu daerah, Indonesia juga memiliki budaya lainnya yaitu lagu nasional. Lagu nasional atau yang bisa disebut juga sebagai lagu kebangsaan merupakan lagu yang liriknya mewakilkan satu bahasa dari sebuah negara yang mengekspresikan rasa nasionalisme dan patriotisme (Yati et al., 2020).

Seiring berkembangnya zaman, semakin banyak lagu-lagu modern dan lagu-lagu asing yang masuk ke Indonesia, serta kurangnya media atau alat bantu dan kesadaran masyarakat akan pentingnya mengenal budaya nusantara dapat menyebabkan minat masyarakat khususnya anak-anak dan remaja menjadi menurun. Sebagaimana dapat diketahui bahwa pelestarian serta pemahaman budaya nusantara terlebih pada lagu daerah dan lagu nasional sangat penting dalam pembentukan jati diri dan watak dari sebuah bangsa (Imam & Sismoro, 2015). Dalam upaya melestarikan kebudayaan Indonesia dengan memanfaatkan teknologi dan informasi dapat dilakukan dengan cara klasifikasi teks. Klasifikasi teks bekerja dengan cara mengelompokkan objek berdasarkan ciri – ciri yang dimiliki oleh objek klasifikasi (Aji, Guntur, & Fathony, 2018). Klasifikasi yang dilakukan pada penelitian ini berdasarkan dengan lirik dan asal daerahnya yang diharapkan dapat membantu masyarakat dalam mempermudah pengetahuan terhadap asal dari lagu daerah tersebut.

Metode klasifikasi teks yang digunakan pada penelitian ini adalah *Multinomial Naïve Bayes* (MNB) yang merupakan salah satu metode klasifikasi dari *Naïve Bayes* (Abbas et al., 2019). Metode ini dipilih karena proses perhitungan dilakukan dengan jumlah frekuensi kemunculan kata pada sebuah dokumen dan menghasilkan proses perhitungan yang cepat, sederhana dan menghasilkan akurasi yang optimal dibandingkan metode *Naïve Bayes* lainnya (Farisi et al., 2019). Pada proses klasifikasi metode MNB terdapat permasalahan data yang tidak seimbang sehingga perlu dilakukan pendekatan data *upsampling* dengan menggunakan *Synthetic Minority Over-Sampling Technique* (SMOTE) (Ardhana et al., 2019). *Dataset* yang digunakan dalam penelitian ini merupakan *dataset* Lagu Daerah yang mewakilkan 30 Provinsi di Indonesia serta Lagu Nasional.

* 1. Rumusan Masalah

Berdasarkan latar belakang yang diuraikan, didapatkan rumusan masalah penelitian antara lain:

1. Bagaimana kinerja algoritma *Multinomial Naives Bayes* dalam melakukan klasifikasi lagu daerah dan lagu nasional?
2. Bagaimana pengaruh metode *Synthetic Minority Over-Sampling Technique* (SMOTE)terhadap performa algoritma dalam melakukan klasifikasi?
   1. Tujuan Penelitian

Berdasarkan rumusan masalah yang diuraikan, didapatkan tujuan penelitian sebagai berikut:

1. Mengetahui kinerja algoritma *Multinomial Naives Bayes* dalam melakukan klasifikasi lagu daerah dan lagu nasional.
2. Mengetahui pengaruh metode *Synthetic Minority Over-Sampling Technique* (SMOTE) dalam performa algoritma untuk melakukan klasifikasi.
   1. Batasan Masalah

Dalam penelitian ini didasarkan terhadap beberapa asumsi dan keterbatasan yang membatasi masalah penelitian. Keterbatasan pada penelitian ini antara lain:

1. *Dataset* yang digunakan pada penelitian ini adalah 570 lagu yang terdiri dari 480 lagu daerah yang mewakilkan 30 provinsi dan 90 lagu nasional.
2. Metode yang digunakan pada penelitian ini adalah algoritma *Multinomial Naive Bayes.*
3. Tahap *preprocessing* pada penelitian ini tidak menggunakan *stamming* dan *stopwords* *removal* karena penelitian ini merupakan bagian dari penelitian besar untuk kamus bahasa sehingga setiap kata pada *dataset* dianggap penting.
   1. Manfaat Penelitian

Manfaat yang diharapkan dari penelitian ini dapat dilihat dari sudut pandang teoritis dan sudut pandang praktis.

1. Manfaat Teoritis

Hasil dari penelitian ini diharapkan dapat digunakan sebagai referensi untuk penelitian-penelitian terkait klasifikasi dokumen dengan metode *text* *mining*.

1. Manfaat Praktis

Hasil dari penelitian ini diharapkan dapat memberi kesempatan untuk menambah wawasan dan pengetahuan masyarakat dalam klasifikasi lagu daerah dan lagu nasional.

* 1. Definisi Operasional

Untuk menghindari perbedaan penafsiran istilah yang digunakan, maka penelitian ini menuliskan beberapa definisi operasional sebagai berikut.

1. *Multinomial Naive Bayes* merupakan salah satu metode *Text Mining* yang digunakan untuk mengklasifikasikan teks lagu daerah dan lagu nasional.
2. Klasifikasi adalah proses pengelompokan data berdasarkan ciri yang sama.

BAB II

LANDASAN TEORI

Lagu daerah adalah lagu yang ada pada daerah tertentu dengan bentuk yang sangat sederhana dan menggunakan bahasa daerah tersebut. Lagu daerah memiliki banyak makna, seperti makna dari kebiasaan kehidupan sehari-hari suatu kelompok masyarakat yang tinggal di daerah tersebut. Lagu daerah sangat mudah untuk dipahami dan diterima dalam kalangan masyarakat. Lagu daerah biasanya diperdengarkan pada tradisi-tradisi tertentu, seperti pada saat hiburan rakyat, pesta rakyat, acara adat dan lain sebagainya (Fadillah & Wahyuni, 2021).

Lagu nasional adalah lagu-lagu berbahasa Indonesia yang berisi tentang aspek kehidupan bangsa Indonesia (Witantina et al., 2020). Lagu nasional diciptakan untuk menumbuhkan nasionalisme, kepahlawanan dan mengorbankan semangat juang bangsa (Setiadi, 2019). Lagu nasional sudah seharusnya dapat dibawakan dengan benar, terutama lagu Indonesia Raya (Sekawael et al., 2022). Menurut kamus bahasa Indonesia, lagu adalah ragam nada atau suara yang berirama. Sedangkan nasional artinya bersifat kebangsaan yang berasal dari bangsa sendiri. Jadi, lagu nasional dapat diartikan sebagai ragam nada atau suara yang berirama, bersifat kebangsaan dan berasal dari bangsa sendiri.

*Text mining* adalah salah satu variasi dari *data mining* dan merupakan teknik yang dapat digunakan untuk melakukan klasifikasi dengan cara menemukan pola-pola menarik dari sekumpulan besar data tekstual (Foristek et al., 2020). Tujuan dari *text mining* adalah untuk mendapatkan informasi yang berguna dari sekumpulan data (Ernawati, 2019). Jadi, sumber data yang digunakan pada *text mining* adalah kumpulan teks yang memiliki format yang tidak terstruktur atau minimal semi terstruktur . Berdasarkan struktur data teks yang tidak teratur, maka proses *text mining* memerlukan beberapa tahapan awal yang pada intinya adalah mempersiapkan agar teks dapat diubah menjadi lebih terstruktur (Joergensen Munthe et al., 2022).

Metode yang digunakan dalam *text mining* banyak jenisnya yaitu *Support Vector Machines* (SVM), *K-Nearest Neighbours* (KNN), *Naive Bayes*, dan *Decision Trees* (Pohon Keputusan). *Text mining* berbasis probabilitas adalah *Naive Bayes* (Catur & Ika, 2013), berbasis nilai/jarak tetangga terdekat adalah KNN (Kasanah et al., 2019), berbasis *kernel* adalah SVM (Mutawalli et al., 2019) dan berbasis jumlah pohon adalah *Decision Tree* (Hafizan & Putri, 2020)*.* Setiap metode ini memiliki karakteristik berbeda-beda.

Algoritma *Naive Bayes* adalah algoritma klasifikasi menggunakan probabilitas dan statistik berdasarkan teorema *Bayes* (Imandasari et al., 2019). Salah satu kelebihan *Naive Bayes* adalah tingkat akurasi yang tinggi dengan perhitungan sederhana. Asumsi bahwa semua fitur bersifat independen membuat algoritma *Naive Bayes* sangat cepat dibandingkan dengan algoritma yang rumit . Di sisi lain, asumsi bahwa semua fitur independen biasanya tidak terjadi di kehidupan nyata sehingga membuat algoritma *Naive Bayes* kurang akurat dibandingkan algoritma yang rumit. *Naive Bayes* memiliki beberapa jenis yaitu *Gaussian Naive Bayes, Multinomial Naive Bayes* dan *Bernoulli Naive Bayes* (Saputro et al., 2019). *Mulinomial Naive Bayes* merupakan model pengembangan dari algoritma bayes yang cocok dalam pengklasifikasian teks atau dokumen. *Multinomial Naive Bayes* adalah salah satu metode yang dipakai dengan memperhitungkan frekuensi masing-masing kemunculan *token* atau kata dalam sebuah dokumen dan probabilitas (Rahman & Doewes, 2017).

SMOTE atau *Synthetic Minority Over-Sampling Technique* adalah teknik yang dapat digunakan untuk mengatasi ketidakseimbangan data. Teknik SMOTE yang diusulkan oleh Chawla (Safitri & Muslim, 2020) tidak hanya menduplikasi data yang sama melainkan akan membuat sampel baru yang menyerupai data asli dari kelas minoritas (replikasi) untuk menyeimbangkan *dataset*. Data dari hasil replikasi tersebut dikenal dengan data sintetis. Penelitian yang telah dilakukan sebelumnya (Hairani et al., 2020) terkait menangani keseimbangan data dalam klasifikasi teks menyimpulkan bahwa semua *classifier* mendapatkan manfaat dari teknik *oversampling* dengan SMOTE sebagai salah satu teknik yang menghasilkan performa terbaik. Oleh karena itu, pada penelitian ini digunakan teknik SMOTE untuk menyeimbangkan *dataset*.

BAB III

METODELOGI PENELITIAN

3.1 Business Understanding

Tahapan *business understanding* dilakukan dengan memahami tujuan dari penelitian ini. Klasifikasi lagu daerah dan lagu nasional dilakukan berdasarkan asal daerah yaitu provinsi di Indonesia. Berdasarkan Rancangan Undang-undang Daerah Otonomi Baru (RUU DOB) tahun 2022 yang diusulkan oleh DPR, saat ini Indonesia memiliki 37 Provinsi. Asal dari lagu daerah yang dipilih untuk penelitian ini hanya 30 Provinsi saja, dikarenakan Provinsi Kepulauan Riau, Sulawesi Barat, Maluku Utara, Papua Barat, Papua Tengah, Papua Selatan, dan Papua Pegunungan merupakan provinsi baru yang belum memiliki lagu daerah.

3.2 Data Understanding

Tahapan *data understanding* dilakukan dengan mengumpulkan data lagu daerah dan lagu nasional serta penggabungan data. Pengumpulan data dilakukan dengan metode studi literatur yang bersumber dari buku lagu daerah, buku lagu nasional, berita dan artikel yang ada di internet. Data yang sudah dikumpulkan akan digabungkan dalam satu dokumen *Ms.Excel* dan dibagi berdasarkan asal daerah dari lagu tersebut serta sumber pengambilan data.

Data lirik lagu yang sudah dikumpulkan sejumlah 570 lagu yang terdiri dari 480 lagu daerah yang mewakili 30 provinsi dan 90 lagu nasional. Kemudian label pada data dibagi menjadi 3 yaitu dengan 2 label, dengan 4 label, dan dengan 31 label. Pembagian 2 label dibagi berdasarkan jenis lagu yang ada pada data yaitu Lagu Daerah dan Lagu Nasional. Pembagian 4 label dibagi berdasarkan pembagian waktu di Indonesia yaitu Indonesia bagian Barat, Indonesia bagian Tengah, dan Indonesia bagian Timur, serta ditambahkan Lagu Nasional. Pembagian 31 label dibagi berdasarkan 30 serta ditambahkan satu label Lagu Nasional. Skenario pembagian label dapat dilihat pada Tabel 3.1.

**Tabel 3.1.** Pembagian Label *Dataset*

|  |  |  |  |
| --- | --- | --- | --- |
| **Skenario 1** | **Skenario 2** | **Skenario**  **3** | **Total Data** |
| Lagu Daerah | Barat | Aceh | 10 |
| Bangka Belitung | 10 |
| Banten | 10 |
| Bengkulu | 17 |
| Jakarta | 13 |
| Jambi | 16 |
| Jawa Barat | 42 |
| Jawa Tengah | 15 |
| Jawa Timur | 19 |
| Kalimantan Barat | 10 |
| Kalimantan Tengah | 12 |
| Lampung | 13 |
| Riau | 15 |
| Sumatera Barat | 34 |
| Sumatera Selatan | 41 |
| Sumatera Utara | 28 |
| Yogyakarta | 11 |
| Tengah | Bali | 14 |
| Gorontalo | 11 |
| Kalimantan Selatan | 10 |
| Kalimantan Timur | 10 |
| Kalimantan Utara | 4 |
| Nusa Tenggara Barat | 10 |
| Nusa Tenggara Timur | 10 |
| Sulawesi Selatan | 11 |
| Sulawesi Tengah | 14 |
| Sulawesi Tenggara | 7 |
| Sulawesi Utara | 20 |
| Timur | Maluku | 26 |
| Papua | 17 |
| Lagu Nasional | Lagu Nasional | Lagu Nasional | 90 |
| **Total Data** | | | 570 |

3.3 Data Preparation

Sebelum dilakukan klasifikasi, data perlu diproses terlebih dahulu. Teknik yang digunakan adalah *text* *preprocessing* yang bertujuan untuk mempersiapkan teks yang terdapat dalam *dataset* agar memperoleh hasil yang optimal (Haddi et al., 2013). *Text* *preprocessing* untuk penelitian ini hanya dilakukan 4 tahapan yaitu *cleansing, casefolding, tokenizing*, dan *indexing with term frequency* (TF). Tahapan *stopwords removal* dan *stemming* tidak digunakan pada penelitian ini, dikarenakan semua informasi dan kata yang ada pada *dataset* dianggap penting untuk pengklasifikasian pada penelitian ini.

**3.3.1 Cleansing**

*Data cleansing* bertujuan untuk menghilangkan karakter *non-alphabet*, seperti tanda tanya (?), tanda koma (,), tanda elipsis (…), dan lain sebagainya.Dalam tahap kerjanya, *dataset* dibersihkan melalui beberapa proses seperti mengisi nilai yang hilang, menghaluskan *noisy data*, dan menyelesaikan inkonsistensi yang ditemukan (Squicciarini et al., 2017). Hasil dari proses *data cleansing* ditampilkan pada Tabel 3.2.

**Tabel 3.2**. Hasil *Data Cleansing*

|  |  |
| --- | --- |
| **INPUT** | **OUTPUT** |
| Bungong jeumpa, Bungong jeumpa, Meugah di Aceh…  Bungong teuleubeh, teuleubeh, Indah lagoina… | Bungong jeumpa Bungong jeumpa Meugah di Aceh  Bungong teuleubeh teuleubeh Indah lagoina |

**3.3.2 Case Folding**

*Case folding* bertujuan untuk mengubah semua huruf dalam dokumen menjadi huruf kecil. Hanya huruf ‘a’ sampai ‘z’ yang diterima. Karakter selain huruf dihilangkan dan dianggap *delimiter* (Jumeilah, 2017). Hasil dari proses *case folding* ditampilkan pada Tabel 3.3.

**Tabel 3.3.** Hasil *Case Folding*

|  |  |
| --- | --- |
| **INPUT** | **OUTPUT** |
| Bungong jeumpa Bungong jeumpa Meugah di Aceh  Bungong teuleubeh teuleubeh Indah lagoina | bungong jeumpa bungong jeumpa meugah di aceh  bungong teuleubeh teuleubeh indah lagoina |

**3.3.3 Tokenizing**

*Tokenizing* bertujuan untuk memotong sebuah teks menjadi kata oleh tanda baca atau spasi, sehingga yang didapatkan hanya kata tunggal saja. Kumpulan dari beberapa kata tunggal disebut dengan *token*. *Token* digunakan sebagai *input* untuk proses selanjutnya (Sabrani et al., 2020). Hasil dari proses *tokenizing* ditampilkan pada Tabel 3.4.

**Tabel 3.4**. Hasil *Tokenizing*

|  |  |
| --- | --- |
| **INPUT** | **OUTPUT** |
| bungong jeumpa bungong jeumpa meugah di aceh  bungong teuleubeh teuleubeh indah lagoina | [‘bungong’,’jeumpa’,’bungong’, ’jeumpa’,’meugah’,’di’,’aceh’, ‘bungong’,’teuleubeh’,’teuleubeh’, ‘indah’,’lagoina’] |

**3.3.4 Term Frequency (TF)**

Selanjutnya, proses pembobotan kata dengan menggunakan metode *term frequency* (TF). TF digunakan untuk mengukur berapa kali suatu kata atau frasa muncul dalam dokumen (Harahap et al., 2021). Nilai TF yang tinggi mengidentifikasikan bahwa kata tersebut penting pada proses penelitian ini. Nilai TF dapat digunakan untuk menentukan letak kelas dari kata yang sama pada beberapa kelas dengan melihat nilai TF yang lebih tinggi paling mempengaruhi identifikasi kelas (Weggenmann & Kerschbaum, 2018). Masing-masing frekuensi kemunculan salah satu kata di setiap kelas dapat dilihat pada Tabel 3.5.

**Tabel 3.5.** *Term Frequency*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **sengko** | **rindang** | **beta** | **bangsa** |
| Total Frekuensi | 134 | 16 | 52 | 70 |
| Frekuensi (Barat) | 134 | 0 | 0 | 11 |
| Frekuensi (Tengah) | 0 | 16 | 10 | 1 |
| Frekuensi (Timur) | 0 | 0 | 37 | 1 |
| Frekuensi (Nasional) | 0 | 0 | 5 | 57 |

**3.3.5 SMOTE**

Jumlah data yang telah dikumpulkan didapatkan hasil yang tidak seimbang. Metode yang digunakan untuk menangani *dataset* yang tidak seimbang yaitu dengan *undersampling* dan *oversampling*. Metode yang digunakan adalah metode *oversampling* karena metode ini tidak menghapus *instance* dari *dataset* yang mungkin membawa beberapa informasi penting. Metode *oversampling* yang digunakan adalah *Synthetic Over-Sampling Technique* (SMOTE). SMOTE dilakukan dengan tujuan untuk mengetahui pengaruhnya terhadap performa dari metode *Multinomial Naïve Bayes*. Dapat dilihat pada Gambar 3.1 bahwa jumlah data di setiap kelas label berbeda dan jarak nilai antara kelas minimum dan maksimum sangat jauh sehingga perlu digunakan metode tersebut.

**Gambar 3.1**. Jumlah Data Setiap Kelas Sebelum SMOTE

Tahapan SMOTE diawali dengan menghitung perbedaan jumlah data antara kelas mayoritas dan kelas minoritas. Lalu dilakukan perhitungan persentase duplikasi yang diinginkan pada kelas minoritas. Kemudian dilakukan pemilihan jumlah k. Pada penelitian ini dilakukan beberapa kali percobaan dengan nilai k, di mana batas akhir pada nilai k yang digunakan merupakan nilai maksimal jumlah data pada kelas yang paling minoritas dalam *dataset*. Tahapan terakhir data sintetis akan dibuat sebanyak persentase duplikasi yang diinginkan antara data dengan nilai k yang telah dipilih. Sehingga dihasilkan data yang sudah seimbang yang dapat dilihat pada Gambar 3.2.

**Gambar 3.2.** Jumlah Data Setiap Kelas Sesudah SMOTE

3.4 Modeling

Metode klasifikasi yang digunakan pada penelitian ini adalah *Multinomial Naïve Bayes* (MNB). Pada metode MNB, sistem perhitungan kategori dokumen tidak hanya ditentukan dari munculnya suatu kata dalam satu data tetapi juga jumlah frekuensi kemunculan kata dalam seluruh data (Setianingrum et al., 2018). Frekuensi kemunculan kata pada perhitungan *Multinomial Naïve Bayes* digunakan untuk menghitung probabilitas kemunculan kata pada suatu label.

Metode ini memulai prosesnya dengan menentukan label data dan melakukan ekstraksi nilai dari label tersebut. Selanjutnya dilakukan proses perhitungan jumlah dokumen, jumlah kelas, dan jumlah kata dari seluruh data. Kemudian proses perhitungan *prior probability* yang bertujuan untuk menghitung probabilitas kelas asal lagu dan *post probability* yang bertujuan untuk menghitung probabilitas suatu kata yang masuk ke dalam kelas asal lagu (Mayasari & Indarti, 2022). Kelemahan pada metode ini adalah MNB tidak bisa mengukur dengan tepat jumlah data pada prediksi sehingga mengurangi nilai akurasi pada seleksi atribut, maka diperlukan pengoptimalan pada atributnya.

3.5 Evaluation

Pengujian *dataset* akan dievaluasi dengan menggunakan *k-fold cross validation*. *K-fold cross validation* digunakan untuk menghilangkan bias pada *dataset*. *K-fold cross validation* memisahkan data menjadi dua bagian, yaitu data uji dan data latih. *K-fold cross validation* bekerja dengan cara membagi data yang akan diuji dan dilatih menjadi himpunan bagian k dengan ukuran yang hampir sama (Mardiana et al., 2022). Pada penelitian ini nilai k sebesar 10, karena *10-fold cross validation* merupakan metode validasi yang paling umum digunakan dan penggunaan *fold*=10 diketahui banyak memberikan hasil yang baik (Marcot & Hanea, 2020).

Lalu perhitungan performa evaluasi kinerja model klasifikasi yang dipakai dalam penelitian ini adalah *confusion* *matrix. Confusion matrix* merepresentasikan prediksi dan kondisi sebenarnya dari data yang dihasilkan oleh metode. *Confusion Matrix* dapat dilakukan perhitungan nilai akurasi, presisi, dan *recall* dari setiap label.

BAB IV

HASIL DAN PEMBAHASAN

Pada penelitian ini *dataset* akan diuji ke dalam enam skenario di mana masing-masing skenario memiliki perbedaan pada label dan tahapan SMOTE yang ditampilkan pada tabel 4.1.

**Tabel 4.1.** Skenario Pengujian

|  |  |  |  |
| --- | --- | --- | --- |
| **SKENARIO** | **LABEL** | | **SMOTE** |
| **LAGU NASIONAL** | **LAGU DAERAH** |
| 1 | 90 | 480 | - |
| 2 | 480 | 480 | K = 2, 3, 13, 22, 33, 42, 53, 62, 73, 82, 89. |
| 3 | 90 | Barat: 316 | - |
| Tengah: 121 |
| Timur: 43 |
| 4 | 316 | Barat: 316 | K = 2, 3, 13, 22, 33, 42. |
| Tengah: 316 |
| Timur: 316 |
| 5 | 90 | Maksimal: 42 (Jawa Barat) | - |
| Minimal: 4 (Kalimantan Utara) |
| 6 | 90 | 30 Provinsi: 90 | K = 2, 3. |

Skenario 1 memiliki 2 label yaitu label Lagu Nasional sebanyak 90 lagu dan label Lagu Daerah sebanyak 480 lagu. Skenario 1 diuji tanpa menggunakan teknik SMOTE. Skenario 2 memiliki 2 label dengan jumlah *dataset* pada label Lagu Nasional sama dengan jumlah label Lagu Daerah sebesar 480 karena dilakukan pengujian dengan menggunakan teknik SMOTE dan nilai k SMOTE sebesar 2, 3, 13, 22, 33, 42, 53, 62, 73, 89. Nilai k ditentukan secara acak hingga batas maksimum yang merupakan jumlah data pada label minimum sebelum SMOTE yaitu 90 dikurangi 1 menurut (Chawal et al., 2002).

Skenario lainnya memiliki penjelasan tabel yang sama seperti skenario 1 dan 2, perbedaan pembagian label yang terletak pada label Lagu Daerah dengan nilai k pada teknik SMOTE secara acak dan memiliki batas akhir berbeda-beda tergantung pada jumlah data dari nilai minimal label masing-masing skenario pembagian label.

Hasil perbandingan klasifikasi pada skenario 1 dan 2 dapat dilihat pada Tabel 4.2. Tabel 4.2 menunjukkan hasil pengujian dengan dan tanpa menggunakan teknik SMOTE. Pengujian dengan menggunakan teknik SMOTE diuji dengan nilai k= 2, 3, 13, 22, 33, 42, 53, 62, 73, 89 dan ditampilkan dengan *confusion matrix* yang terdiri dari akurasi, presisi, dan *recall*. Dari hasil pengujian tersebut disimpulkan bahwa nilai performa klasifikasi yang terbaik dengan teknik SMOTE nilai k=2.

**Tabel 4.2.** Perbandingan Performa Klasifikasi Pada Skenario 1 dan 2

|  |  |  |  |
| --- | --- | --- | --- |
| Nilai k | Akurasi (%) | Presisi (%) | *Recall* (%) |
| - | 90,350 | 94,856 | 69,333 |
| 2 | 93,854 | 94,479 | 93,929 |
| 3 | 93,854 | 94,467 | 93,922 |
| 13 | 93,125 | 93,897 | 93,193 |
| 22 | 93,541 | 94,243 | 93,580 |
| 33 | 93,333 | 94,058 | 93,399 |
| 42 | 93,854 | 94,479 | 93,923 |
| 53 | 93,437 | 94,145 | 93,473 |
| 62 | 93,437 | 94,145 | 93,515 |
| 73 | 92,916 | 93,763 | 92,957 |
| 89 | 93,125 | 93,918 | 93,168 |

Selanjutnya hasil perbandingan klasifikasi pada skenario 3 dan 4 dengan *dataset* sejumlah 4 label dapat dilihat pada Tabel 4.3. Tabel 4.3 menunjukkan pengujian menggunakan teknik SMOTE dengan nilai k = 2, 3, 13, 22, 33, 42 dan tanpa menggunakan teknik SMOTE yang didapatkan hasil nilai akurasi, presisi, dan *recall* terbaik adalah nilai k = 33.

**Tabel 4.3.** Perbandingan Performa Klasifikasi Pada Skenario 3 dan 4

|  |  |  |  |
| --- | --- | --- | --- |
| Nilai k | Akurasi (%) | Presisi (%) | *Recall* (%) |
| - | 65,789 | 42,356 | 41,225 |
| 2 | 90,664 | 91,119 | 90,853 |
| 3 | 90,505 | 91,131 | 90,517 |
| 13 | 90,583 | 91,213 | 90,687 |
| 22 | 91,612 | 92,234 | 91,639 |
| 33 | 91,768 | 92,378 | 91,765 |
| 42 | 91,135 | 91,826 | 91,224 |

Lalu hasil perbandingan nilai klasifikasi pada skenario 5 dan 6 yang membagi *dataset* menjadi 31 label dapat dilihat pada Tabel 4.4. Tabel 4.4 menunjukkan bahwa pengujian SMOTE dengan nilai k = 2,3 dan tanpa menggunakan SMOTE didapatkan hasil nilai akurasi, presisi, dan *recall* yang terbaik adalah nilai k = 3.

**Tabel 4.4.** Perbandingan Performa Klasifikasi Pada Skenario 5 dan 6

|  |  |  |  |
| --- | --- | --- | --- |
| Nilai k | Akurasi (%) | Presisi (%) | *Recall* (%) |
| - | 25,964 | 13,983 | 11,546 |
| 2 | 97,885 | 97,799 | 98,101 |
| 3 | 98,100 | 97,947 | 98,271 |

Hasil perbandingan dari nilai akurasi, presisi, dan *recall* terbaik dari pengujian seluruh skenario pada label yang berbeda dapat dilihat pada Tabel 4.5.

**Tabel 4.5.** Perbandingan Skenario Dengan Nilai Performa Terbaik

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Label | Nilai k | Akurasi (%) | Presisi (%) | *Recall* (%) |
| 2 | 2 | 93,854 | 94,479 | 93,929 |
| 4 | 33 | 91,768 | 92,378 | 91,765 |
| 31 | 3 | 98,100 | 97,947 | 98,271 |

Berdasarkan tabel hasil pengujian ini, diketahui bahwa terdapat beberapa faktor yang mempengaruhi kinerja klasifikasi metode MNB. Faktor pertama adalah jumlah label, di mana jika tanpa menggunakan SMOTE semakin sedikit jumlah label maka semakin tinggi performa akurasi. Hal tersebut disebabkan dengan perhitungan metode klasifikasi MNB yang menghitung jumlah frekuensi kemunculan kata pada label Lagu Daerah dan Lagu nasional dengan mudah karena kata-kata pada lagu daerah yaitu bahasa daerah yang sangat berbeda dengan kata-kata pada lagu nasional yaitu bahasa Indonesia.

Faktor kedua adalah penggunaan SMOTE, di mana pada *dataset* lagu daerah dan lagu nasional yang dilakukan pengujian dengan menggunakan teknik SMOTE mendapatkan hasil akurasi, presisi dan *recall* yang lebih baik dibandingkan tanpa menggunakan teknik SMOTE. Hal ini disebabkan oleh meratanya persebaran data pada setiap label saat teknik SMOTE diterapkan. Jika teknik SMOTE tidak diterapkan terdapat perbedaan jumlah data pada label yang tidak seimbang sehingga meningkatkan biasdata.

Faktor lainnya adalah nilai k SMOTE pada skenario pengujian yang sebenarnya tidak terlalu mempengaruhi performa MNBdalam melakukan klasifikasi. Perbedaan hasil yang didapatkan dari beberapa pengujian dengan nilai k yang berbeda-beda pada setiap skenario hanya sebesar 1-2%.

**Tabel 4.6.** Perhitungan Probabilitas Kalimat

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Keterangan** | **Sebelum SMOTE** | | **Setelah SMOTE** | |
| **Tengah** | **Timur** | **Tengah** | **Timur** |
| Frekuensi "jangan" | 24 | 8 | 34 | 198 |
| Frekuensi "mama" | 13 | 13 | 36 | 72 |
| Frekuensi "marah" | 7 | 3 | 7 | 16 |
| Frekuensi "beta" | 10 | 37 | 15 | 205 |
| *Prior* | 0,214 | 0,073 | 0,25 | 0,25 |
| *Post* 1 "jangan" | 5,51 x 10-4 | 1,46 x 10-4 | 3,59 x 10-4 | 2,01 x 10-3 |
| *Post* 1 "mama" | 3,08 x 10-4 | 3,4 x 10-4 | 3,79 x 10-4 | 7,39 x 10-4 |
| *Post* 1 "marah" | 1,76 x 10-4 | 9,74 x 10-5 | 8,21 x 10-5 | 1,72 x 10-4 |
| *Post* 1 "beta" | 2,42 x 10-4 | 9,25 x 10-4 | 1,64 x 10-4 | 2,08 x 10-3 |
| *Post* 2 | 1,55 x 10-14 | 3,26 x 10-16 | 4,57 x 10-16 | 1,32 x 10-13 |

Pada Tabel 4.6 dilakukan perhitungan dengan menggunakan contoh kalimat “jangan mama marah beta” dari lagu “Ayo Mama” dengan label Indonesia bagian Timur. Pada tabel tersebut dapat dilihat bahwa sebelum dilakukan SMOTE, frekuensi dan *post probability* 1 kata “jangan”, “mama”, “marah” lebih besar di label Tengah kecuali kata “beta” yang ditempatkan benar di label Timur. Kemudian saat dilakukan perhitungan *post probability* 2, yaitu perhitungan akhir untuk menentukan label asal daerah kalimat “jangan mama marah beta”, kalimat tersebut mendapatkan hasil klasifikasi label Tengah. Hal ini dikarenakan *prior probabilit*y pada label Tengah lebih besar dari label Timur. Pada kasus lain, jika frekuensi dan *post probability* 1 mengarah pada label yang benar, kalimat akan diklasifikasikan ke label yang memiliki hasil *prior probability* lebih besar.

Setelah dilakukan SMOTE kalimat “jangan mama marah beta” dapat diklasifikasikan dengan benar ke label Timur. *Prior probability* setelah dilakukan SMOTE pada masing-masing label seimbang yaitu 0,25. Seperti yang sudah dijelaskan sebelumnya bahwa *prior probability* mempengaruhi perhitungan akhir probabilitas kalimat “jangan mama marah beta” dikarenakan *post probability* 2 merupakan perhitungan akumulasi dari *prior probability* dan *post probability* 1.

Berdasarkan penjelasan tersebut, teknik SMOTE diketahui dapat meningkatkan performa metodeMNB karena dapat mempengaruhi *prior probability* pada masing-masing label. Label dengan *prior probability* yang kecil akan cenderung diabaikan dan kata/kalimat akan diklasifikasikan ke label dengan nilai yang lebih besar. Oleh karena itu, dengan menggunakan SMOTE dihasilkan nilai *prior probability* masing-masing label yang seimbang sehingga metode MNB dapat melakukan klasifikasi dengan lebih tepat.

BAB V

KESIMPULAN DAN SARAN

5.1 Kesimpulan

Berdasarkan pengujian yang telah dilakukan dapat disimpulkan bahwa algoritma *Naïve Bayes Multinomial* dapat digunakan untuk mengklasifikasi lagu daerah dan lagu nasional berdasarkan asal daerahnya. Skenario yang tidak menggunakan SMOTE didapatkan hasil dengan akurasi yang lebih baik pada skenario 1 yang memiliki 2 label. Penggunaan metode SMOTE berpengaruh untuk meningkatkan performa klasifikasi pada algoritma *Naïve Bayes Multinomial*. Pengaruh penggunaan SMOTE dapat dilihat pada skenario 2, 4, 6 yang memiliki performa yang lebih baik dibandingkan dengan skenario lainnya.

5.2 Saran

Pengujian yang telah dilakukan saat ini hanya berdasarkan lirik lagu. Penelitian selanjutnya dalam upaya meningkatkan hasil dari akurasi dapat dipertimbangkan aspek lainnya seperti ditambahkannya audio dari lagu tersebut. Pada penelitian selanjutnya dapat menggunakan *data preprocessing* seperti menambahkan proses *stemming* dan *stopword removal*. Selain itu, dapat juga menggunakan metode *naïve bayes* yang berbeda dan *dataset* yang berbeda juga.
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