Thomas Rodriguez

Week 1 Questions

Answer the following questions:

1. What is a Dense layer? Whay do we use them?
   1. A dense layer is a layer where each neuron is connected to each of the neurons in the next layer.
   2. It represents the matrix multiplication. So it is used to change the dimensions of the vector.
2. What is a Dropout Layer? Why do we use them?
   1. A dropout layer takes in a fraction from 0 to 1, which says how many neurons to drop. So it’s a layer with some neurons randomly deactivated.
   2. They are used to reduce the complexity of a model. It is used in the training.
3. What is a convolutional layer? Why do we use them?
   1. A convolutional layer is a layer that applies filters which are composed of kernels. It is where most of the user-defined parameters are located. They look for a pattern within a localized area.
   2. It is used to apply filters.
4. What is a pooling layer? Why do we use them?
   1. A pooling layer is similar to convolutional layers, but instead they perform specific functions, usually max pooling.
   2. The max pooling is used to find the outliers. It finds the largest values on the feature maps and uses them on future layers.
5. What is the logit layer? Where is it located?
   1. The logit layer takes the output of the fully connected layer and then produces the raw prediction values.
   2. It is usually the last layer in the neural network. It feeds it’s values into the softmax.
6. What is the softmax layer? What is it used for?
   1. The SoftMax layer is a layer that uses the SoftMax function. It is not technically a layer, it’s the final activation, which is applied at the end. Which takes in a number of score values and makes those values become between 0 and 1 and the total sum is 1. It represents a probability distribution.
   2. It is used for multi-class classification. An example is image recognition. It gives the final classification.
7. What is the loss function? What is it used for?
   1. A loss function determines how well an algorithm models data. If it deviates too much from the expected result, then it will return a large number.
   2. It is used to determine how to change the weights and biases of the connections between neurons. This is done during the back propagation.
8. What happens in a training epoch?
   1. A training epoch is one forward and backwards pass of all the training examples. What happens during it is the network runs through all of the data and creates a cost function. Then by using the negative gradient of the cost function (gradient descent) it determines how much to nudge the weights and biases so that the algorithm is more accurate. Backpropagation is used to determine this gradient.

The end accuracy of my test data was .9797. This was a bit better than when I didn’t use the 5-fold validation, which had an accuracy of.9768. However, sometimes the accuracy would vary, and it might be closer at times.

My model’s prediction of the first 5 samples from the test data was

[[-0.56863916, 0.48715016, 0.918115 , 0.20932673, -0.34033895,

0.00482205, 0.376382 , 0.18755674, 0.0556089 , -0.20087108],

[ 0.01784399, 0.42656547, 0.4839636 , -0.33098048, -0.67142874,

0.5823812 , 0.11994042, -0.12319333, 0.02701378, -0.00309842],

[-0.42536652, -0.09492633, 0.13521388, -0.6215933 , 0.23637794,

0.5459731 , 0.5312194 , 0.28240892, 0.15680578, -0.01617901],

[-0.02080064, 0.13191366, 0.70834494, 0.23154882, -0.25943685,

0.2619541 , 0.43560153, -0.01516246, -0.0087954 , -0.7256506 ],

[-0.95274067, 0.65920955, 0.118721 , 0.49051687, -0.5086674 ,

-0.32423648, 0.53903645, -0.35202697, -0.17892955, -0.7803909 ]]