Speeding up Generalized Fuzzy k-Means Clustering Algorithm by GPUs
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ABSTRACT

The graphics hardware is becoming increasingly more powerful and programmable with the introduction of Graphics Processing Units (GPU) like the NVidia GeForce series. The GPU’s exceed the ordinary general purpose CPU’s ability to do ﬂoating point operations due to the massively parallel architecture in the GPU’s.

With the newest GPU’s one actually have enough programmable freedom to do other computations than computer graphics processing. This project will take advantage of this in order to get high performance implementations of image analysis algorithms.

In this project we will implement an image analysis algorithm, which is Generalized Fuzzy k-Means Clustering Using m nearest Cluster Centers (GFKM) [1], on a GPU. We also make comparisons with CPU based implementations and analysis the pros and cons of using GPU’s in image analysis. Our experimental results show that our GPU-based GFKM algorithms are four to seven times faster than on CPU.

I. INTRODUCTION

II. RELATED WORK

We first briefly introduce the GPU architecture, and then review the GFKM algorithms.

A. The GPU architecture

B. The GFKM algorithm

1. Input an initial set of cluster centers *SC*0 = {**C***j*(0)} and the values of ε and *M*. Set *p* = 0. Let![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUQHaAAUR20hxmfQQAAAAtAQAACAAAADIK4AEFAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRAdoABRHbSHGZ9BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB90hxmfQAACgA4AIoBAAAAAAAAAAAw8xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), *NNTi*, and *DNNTi* responding to the squared Euclidean distance between **X***i* and **C***j*, the set of *M* nearest cluster centers for the data point**![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3kwZmOAQAAAAtAQAACAAAADIK4AFuAQEAAABpeRwAAAD7AoD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83eTBmY4BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAWHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACIAQICIlN5c3RlbQA4kwZmOAAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==),** and the set of *M* corresponding shortest distances for the data point**![](data:image/x-wmf;base64,183GmgAAAAAAAAACQAIBCQAAAABQXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3kwZmOAQAAAAtAQAACAAAADIK4AFuAQEAAABpeRwAAAD7AoD+AAAAAAAAvAIAAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83eTBmY4BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAWHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACIAQICIlN5c3RlbQA4kwZmOAAACgAhAIoBAAAAAAAAAAC88xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)**. Then, we calculate![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3WAVm0AQAAAAtAQAACAAAADIK4AEWAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83dYBWbQBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACIAQICIlN5c3RlbQDQWAVm0AAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)and initialize *NNTi* and *DNNTi*.
2. Given the set of cluster centers *SCp*, update membership **![](data:image/x-wmf;base64,183GmgAAAAAAACACgAICCQAAAACzXgEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3Swhm7QQAAAAtAQAACAAAADIK9AAXAQEAAAAneQgAAAAyCgACTQEBAAAALHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3Swhm7QQAAAAtAQEABAAAAPABAAAIAAAAMgoAAogBAQAAAGx5CAAAADIKAAL+AAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83dLCGbtBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABLgABAAAAdXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACIAQICIlN5c3RlbQDtSwhm7QAACgAhAIoBAAAAAAEAAAC88xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)** using equation (1). If **C***j*∈*NNTi* is the *l*th nearest neighbor of **X***i*, set ![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAIBCQAAAADQXgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3fglmjgQAAAAtAQAACAAAADIKAAK4AQEAAABqeQgAAAAyCgAC/gABAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3fglmjgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAS4AAQAAAHV5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix8XdhsfF3IEDzd34JZo4EAAAALQEAAAQAAADwAQEACAAAADIKAAJNAQEAAAAseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIgBAgIiU3lzdGVtAI5+CWaOAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) = **![](data:image/x-wmf;base64,183GmgAAAAAAACACgAICCQAAAACzXgEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3Swhm7QQAAAAtAQAACAAAADIK9AAXAQEAAAAneQgAAAAyCgACTQEBAAAALHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3Swhm7QQAAAAtAQEABAAAAPABAAAIAAAAMgoAAogBAQAAAGx5CAAAADIKAAL+AAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83dLCGbtBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABLgABAAAAdXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACIAQICIlN5c3RlbQDtSwhm7QAACgAhAIoBAAAAAAEAAAC88xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)**; otherwise let ![](data:image/x-wmf;base64,183GmgAAAAAAAEACYAIACQAAAAAxXgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3HAdm+gQAAAAtAQAACAAAADIK4AG4AQEAAABqeQgAAAAyCuAB/gABAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3HAdm+gQAAAAtAQEABAAAAPABAAAIAAAAMgqAAS4AAQAAAHV5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix8XdhsfF3IEDzdxwHZvoEAAAALQEAAAQAAADwAQEACAAAADIK4AFNAQEAAAAseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIgBAgIiU3lzdGVtAPocB2b6AAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) = 0.

**![](data:image/x-wmf;base64,183GmgAAAAAAAGACgAIBCQAAAADwXgEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gAgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN39gdmWAQAAAAtAQAACAAAADIK9AAXAQEAAAAneQgAAAAyCgACdAEBAAAALHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN39gdmWAQAAAAtAQEABAAAAPABAAAIAAAAMgoAArkBAQAAAHN5CAAAADIKAAIFAQEAAAByeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83f2B2ZYBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABLgABAAAAdXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACIAQICIlN5c3RlbQBY9gdmWAAACgAhAIoBAAAAAAEAAAD88xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)** = ![](data:image/x-wmf;base64,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), for *r* = 1 to *N* and *s* = 1 to *M* (1)

1. Compute the center for each cluster using equation (2) to obtain a new set of cluster representatives *SCp+*1 = {**C***j*(*p*+1)}.

**C***j* = ![](data:image/x-wmf;base64,183GmgAAAAAAAGAGAAkACQAAAABxUQEACQAAA2cCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAlgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7////8gBgAAvwgAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAIIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAKABEAABQAAABMCgAQSBhwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2GBwKsSDJMgC88BIAeUiidkCRpXZmHmZ7BAAAAC0BAQAIAAAAMgpOB5sBAQAAAOV5CAAAADIK5wLeAAEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB25x4KYeDIMgC88BIAeUiidkCRpXZmHmZ7BAAAAC0BAgAEAAAA8AEBAAgAAAAyCmQIHgIBAAAAznkIAAAAMgr9A2EBAQAAAM55HAAAAPsCYP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SKJ2QJGldmYeZnsEAAAALQEBAAQAAADwAQIACAAAADIKnAhhAwEAAABqeQgAAAAyCpwI0AEBAAAAaXkIAAAAMgo1BKQCAQAAAGp5CAAAADIKNQQTAQEAAABpeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUiidkCRpXZmHmZ7BAAAAC0BAgAEAAAA8AEBAAgAAAAyCmQIvwIBAAAAU3kIAAAAMgpJBjIEAQAAAHF5CAAAADIKVQfXBAEAAABqeQgAAAAyClUHFQQBAAAAaXkIAAAAMgr9AwICAQAAAFN5CAAAADIK7gKXBQEAAABpeQgAAAAyCuIBdQMBAAAAcXkIAAAAMgruAhoEAQAAAGp5CAAAADIK7gJYAwEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIAeUiidkCRpXZmHmZ7BAAAAC0BAQAEAAAA8AECAAgAAAAyCvUGVQMBAAAAdXkIAAAAMgqOApgCAQAAAHV5HAAAAPsCIP8AAAAAAAC8AgAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SKJ2QJGldmYeZnsEAAAALQECAAQAAADwAQEACAAAADIKZAgdAQEAAABYeQgAAAAyCv0DYAABAAAAWHkcAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASAHlIonZAkaV2Zh5mewQAAAAtAQEABAAAAPABAgAIAAAAMgqOAnkEAQAAAFh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALzwEgB5SKJ2QJGldmYeZnsEAAAALQECAAQAAADwAQEACAAAADIKVQdkBAEAAAAseQgAAAAyCu4CpwMBAAAALHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACIAQICIlN5c3RlbQB7Zh5mewAACgA4AIoBAAAAAAEAAADY8hIABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==) , for S *j* = {**X** *i*: **X** *i*∈ *NNTj*, *i* = 1 to *N*} (2)

1. Calculate![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3WAVm0AQAAAAtAQAACAAAADIK4AEWAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83dYBWbQBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACIAQICIlN5c3RlbQDQWAVm0AAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), update *NNTi* and *DNNTi* for *i* = 1 to *N*, and calculate distortion value *J* using equation (3).

*J* = ![](data:image/x-wmf;base64,183GmgAAAAAAACAHYAQBCQAAAABQXQEACQAAA60BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAQgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gBgAAEQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3igdmoAQAAAAtAQAACAAAADIK4AJbBgIAAABpaggAAAAyCvoAygABAAAAa2oIAAAAMgrvA4EAAQAAAGpqCAAAADIK+gB2AgEAAABOaggAAAAyCu8DLgIBAAAAaWoIAAAAMgrUAZEEAQAAAHFqCAAAADIK4AI2BQEAAABqaggAAAAyCuACdAQBAAAAaWocAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3igdmoAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAo8FAQAAAGRqCAAAADIKgAK0AwEAAAB1ahwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAZQkKHpjxEwBYsfF3YbHxdyBA83eKB2agBAAAAC0BAAAEAAAA8AEBAAgAAAAyCtkCNwABAAAA5WoIAAAAMgrZAvoBAQAAAOVqHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAAB5Bwr6mPETAFix8XdhsfF3IEDzd4oHZqAEAAAALQEBAAQAAADwAQAACAAAADIK7wPdAAEAAAA9aggAAAAyCu8DhgIBAAAAPWocAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3igdmoAQAAAAtAQAABAAAAPABAQAIAAAAMgrvA1QBAQAAADFqCAAAADIK7wP9AgEAAAAxaggAAAAyCuACwwQBAAAALGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACIAQICIlN5c3RlbQCgigdmoAAACgAhAIoBAAAAAAEAAAC08xMABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) (3)

1. If ![](data:image/x-wmf;base64,183GmgAAAAAAAOAJgAIBCQAAAABwVQEACQAAA1UBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgCRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gCQAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAEgABQAAABMCJgJIAAUAAAAUAloAkQkFAAAAEwImApEJHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEB2gAFEdoQeZngEAAAALQEBAAgAAAAyCqAB+QgBAAAAKXkIAAAAMgqgAXQHAQAAACh5CAAAADIKoAGuBAEAAAApeQgAAAAyCqABDAQBAAAAMXkIAAAAMgqgAVkBAQAAACh5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEB2gAFEdoQeZngEAAAALQECAAQAAADwAQEACAAAADIKoAEuCAEAAABweQgAAAAyCqABlgYBAAAASnkIAAAAMgqgARMCAQAAAHB5CAAAADIKoAF7AAEAAABKeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB20RsKcFiQZAAY8RgA2JRAdoABRHaEHmZ4BAAAAC0BAQAEAAAA8AECAAgAAAAyCqABbwUBAAAALXkIAAAAMgqgARsDAQAAACt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AeIQeZngAAAoAOACKAQAAAAACAAAAMPMYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)< ε, then stop, where ε > 0 is a very small positive number. Otherwise set *p = p + 1* and go to step (2).

The computational complexity of GFKM is also O(*Nkt*), where *t* is the number of iterations. The pseudocode of algorithm as follows:

Algorithm 1: CPU-based GFKM

//

//

//

//



III. Design of GPU-based parallel GFKM algorithm

The steps of the GFKM algorithm are: (1) calculating ![](data:image/x-wmf;base64,183GmgAAAAAAAOABgAIBCQAAAABwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUQHaAAUR2iyBmIwQAAAAtAQAACAAAADIKAAIJAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRAdoABRHaLIGYjBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAjiyBmIwAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) andinitializing *NNTi* and *DNNTi*, (2) updating memberships ![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAIBCQAAAADQXgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3fglmjgQAAAAtAQAACAAAADIKAAK4AQEAAABqeQgAAAAyCgAC/gABAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3fglmjgQAAAAtAQEABAAAAPABAAAIAAAAMgqgAS4AAQAAAHV5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix8XdhsfF3IEDzd34JZo4EAAAALQEAAAQAAADwAQEACAAAADIKAAJNAQEAAAAseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIgBAgIiU3lzdGVtAI5+CWaOAAAKACEAigEAAAAAAQAAALzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA), (3) computing the new center for each clusters, (4) calculate ![](data:image/x-wmf;base64,183GmgAAAAAAAOABgAIBCQAAAABwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUQHaAAUR2Jh5mrwQAAAAtAQAACAAAADIKAAIJAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRAdoABRHYmHmavBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCvJh5mrwAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) andupdating *NNTi* and *DNNTi*, (5) calculating distortion value *J*. The GPU-based parallel GFKM algorithm is designed as follows:

* Step (1), (2), and (4): We utilize the GPU on-chip registers to minimize the latency of data access [2].
* Step (3): The first, we use the GPU-based counting sort algorithm for sorting array *NNT* with keys and values are cluster indices and point indices, respectively. To reduce ![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAIBCQAAAADQXgEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUQHaAAUR2sSNmiAQAAAAtAQAACAAAADIK9AAPAQEAAABxeQgAAAAyCgACpgEBAAAAankIAAAAMgoAAvIAAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEB2gAFEdrEjZogEAAAALQEBAAQAAADwAQAACAAAADIKoAEuAAEAAAB1eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRAdoABRHaxI2aIBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACQQEBAAAALHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCIsSNmiAAACgA4AIoBAAAAAAEAAAAw8xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) and points for each centroid, we use the GPU-based parallel reduction algorithm [3]. Each kernel processes each dimension of centroids, and the kernels run concurrently.
* Step (5): We use the GPU-based parallel reduction algorithm for this step [3].

A. Calculating ![](data:image/x-wmf;base64,183GmgAAAAAAAOABgAIBCQAAAABwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUQHaAAUR2Jh5mrwQAAAAtAQAACAAAADIKAAIJAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRAdoABRHYmHmavBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCvJh5mrwAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) andinitializing *NNTi* and *DNNTi*

Algorithm 2: Calculating ![](data:image/x-wmf;base64,183GmgAAAAAAAOABgAIBCQAAAABwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUQHaAAUR2Jh5mrwQAAAAtAQAACAAAADIKAAIJAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRAdoABRHYmHmavBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCvJh5mrwAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) andinitializing *NNTi* and *DNNTi* based on CPU
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Algorithm 3: Calculating ![](data:image/x-wmf;base64,183GmgAAAAAAAOABgAIBCQAAAABwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUQHaAAUR2Jh5mrwQAAAAtAQAACAAAADIKAAIJAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRAdoABRHYmHmavBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCvJh5mrwAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) andinitializing *NNTi* and *DNNTi* based on GPU
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The CPU-based algorithm of calculating ![](data:image/x-wmf;base64,183GmgAAAAAAAOABgAIBCQAAAABwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUQHaAAUR2Jh5mrwQAAAAtAQAACAAAADIKAAIJAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRAdoABRHYmHmavBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCvJh5mrwAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) andinitializing *NNTi* and *DNNTi* is shown in Algorithm 2. The first method parallelizes computing the distance between each data point and each centroid in Algorithm 2. One data point is dispatched to one thread, and then each thread calculates the distance from a corresponding data point to k centroids, and then initializes *NNTi* and *DNNTi*, as shown in Algorithm 3. Line 1 and 2 show how the algorithm designs the thread block and gird. Line 3 to 6 calculate the position of the corresponding data point, NNT, and DNNT for each thread in global memory. Line 7 loads the data point into the register. Lines 8-13 calculate the distance and initialize *NNTi* and *DNNTi*.

Algorithm 3 only has one level of loop instead of two levels in Algorithm 2, because the loop for *N* data points has been dispatched to N threads, which decreases the time consumption significantly because many threads are working in parallel. It is worth pointing out that the key step of achieving high efficiency is loading the data points into the on-chip registers, which ensures that reading the data point from global memory happens only once when calculating the distances between the data point and *K* centroids. Obviously, reading from register is much faster than reading from global memory. Besides, coalesced access to the global memory also decreases the reading latency.

B. Updating memberships

We apply the design as described in the section A. Note here that *NNTi* and *DNNTi* were initialized and updated after step (1) and step (4), respectively.

Algorithm 4: Updating memberships based on CPU
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//



Algorithm 5: Updating memberships based on GPU

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//

//



C. Computing the new center for each clusters – Updating centroids

Algorithm 6: Updating centroids based on CPU
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Algorithm 7: Calculating the histogram using atomicAdd operation based on GPU

//

//

//

//

//

Algorithm 8: Calculating the starting index for each cluster based on GPU
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//

//

//



Algorithm 9: Counting sort based on GPU

//
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//

//

Algorithm 10: Reducing **![](data:image/x-wmf;base64,183GmgAAAAAAAEACgAIBCQAAAADQXgEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8AAgAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUQHaAAUR2nA9mWgQAAAAtAQAACAAAADIK9AAPAQEAAABxeQgAAAAyCgACpgEBAAAAankIAAAAMgoAAvIAAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAMDwGADYlEB2gAFEdpwPZloEAAAALQEBAAQAAADwAQAACAAAADIKoAEuAAEAAAB1eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRAdoABRHacD2ZaBAAAAC0BAAAEAAAA8AEBAAgAAAAyCgACQQEBAAAALHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQBanA9mWgAACgA4AIoBAAAAAAEAAADY8hgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)**for the *j*th clusterusing the parallel reduction algorithm based on GPU
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Algorithm 11: Reducing **![](data:image/x-wmf;base64,183GmgAAAAAAAMADgAIBCQAAAABQXwEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUQHaAAUR2lSBm1AQAAAAtAQAACAAAADIKAAI0AwEAAABpeQgAAAAyCvQADwEBAAAAcXkIAAAAMgoAAqYBAQAAAGp5CAAAADIKAALyAAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JRAdoABRHaVIGbUBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABIQIBAAAAWHkIAAAAMgqgAS4AAQAAAHV5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlEB2gAFEdpUgZtQEAAAALQEAAAQAAADwAQEACAAAADIKAAJBAQEAAAAseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtANSVIGbUAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)**for the *j*th cluster and the *l*th dimensionusing the parallel reduction algorithm based on GPU
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D. Calculating![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWLHxd2Gx8XcgQPN3WAVm0AQAAAAtAQAACAAAADIK4AEWAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBYsfF3YbHxdyBA83dYBWbQBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACIAQICIlN5c3RlbQDQWAVm0AAACgAhAIoBAAAAAAAAAABc8xIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), updating *NNTi* and *DNNTi*

Algorithm 12: Calculating![](data:image/x-wmf;base64,183GmgAAAAAAAOABgAIBCQAAAABwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUQHaAAUR2Jh5mrwQAAAAtAQAACAAAADIKAAIJAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRAdoABRHYmHmavBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCvJh5mrwAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==), updating *NNTi* and *DNNTi*, and also calculating distortion value *J* based on CPU
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Algorithm 13: Calculating![](data:image/x-wmf;base64,183GmgAAAAAAAOABgAIBCQAAAABwXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AwPAYANiUQHaAAUR2Jh5mrwQAAAAtAQAACAAAADIKAAIJAQIAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDA8BgA2JRAdoABRHYmHmavBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAZGoKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQCvJh5mrwAACgA4AIoBAAAAAAAAAADY8hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)and ![](data:image/x-wmf;base64,183GmgAAAAAAAMADgAIBCQAAAABQXwEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+AAwAANwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiUAnWAAQZ1gQpmQwQAAAAtAQAACAAAADIKAALhAgIAAABpaggAAAAyCvQAEwEBAAAAcWoIAAAAMgoAAqwBAQAAAGpqCAAAADIKAAL2AAEAAABpahwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY8RgA2JQCdYABBnWBCmZDBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABDQIBAAAAZGoIAAAAMgqgAS4AAQAAAHVqHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjxGADYlAJ1gAEGdYEKZkMEAAAALQEAAAQAAADwAQEACAAAADIKAAJFAQEAAAAsagoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAEOBCmZDAAAKADgAigEAAAAAAQAAADDzGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), updating *NNTi* and *DNNTi*, based on GPU
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E. Calculating distortion value *J* using the parallel reduction algorithm based on GPU

Algorithm 14: Calculating distortion value *J* using the parallel reduction algorithm based on GPU
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IV. EXPERIMENTAL RESULTS

The GFKM algorithm is implemented using CUDA version 6.5. The experiments are conducted on a PC with an NVIDIA GeForce GTX 760 GPU and an Intel(R) Core(TM) i5-4690 CPU. GTX 760 has six SIMD multi-processors, and each one contains 192 processors and performs at 1.5 GHz. The memory of the GPU is 2GB with the peak bandwidth of 192.2 GB/s. The CPU has four cores running at 3.50 GHz. The main memory is 8 GB with the peak bandwidth of 25.6 GB/s. To show the speedup effect more clearly, the time of the application is measured after the file I/O.

Example 1: The data set generated from three real images: “Lena,” “Baboon,” and “Peppers.”

In this example, the data set consists of 49,152 data points with *D* = 16. The values *M* = 2, *K =* 8, and ε = 1e-8,is used for the test. The running time each step of GFKM algorithm at iteration #1 and total running time after 126 iterations on CPU and GPU are shown in Table 1. The updating membership step on GPU is seven times faster than on CPU. The updating centroids step on GPU is nearly two times faster than on CPU. The updating *NNT* and *J* step on GPU is fifteen times faster than on CPU. In this example, the running on GPU is about seven times faster than on CPU.

Table 1: The computing time of the GFKM algorithm based on CPU and GPU using the data set generated from three real images: “Lena,” “Baboon,” and “Peppers”.

|  |  |  |  |
| --- | --- | --- | --- |
| GFKM | CPU  (4 processors) | GPU  (1152 processors) | Speedup |
| Initializing NNT | 20.531 | 1.170 | 17.5 |
| Update membership at iteration #1 | 10.583 | 1.471 | 7.2 |
| Update centroids at iteration #1 | 4.322 | 2.587 | 1.7 |
| Update NNT and J at iteration #1 | 22.375 | 1.444 | 15.5 |
| Total time of iteration #1 | 37.280 | 5.502 | 6.8 |
| Total time after 126 iterations | 4835.127 | 664.967 | 7.3 |
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