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**Key points:**

* We apply multiple layers of unsupervised feature extraction to >2900 spectrograms of glacial icequakes and seismic noise recorded over two months at an Alpine glacier, then cluster the results to reveal characteristic, at times subtle, spectral and waveform attributes.
* We introduce a novel method of “reverse engineering” the features that were extracted during some of the unsupervised machine learning steps, allowing for direct physical interpretation of the dataset in terms of highly resolved spectral features.
* Based on our findings, we propose new timing constraints on the subglacial component of a glacial outburst flood, and suggest other seismic signatures of sub- and englacial hydrology.

**Abstract**

Continuous, long-term observations of glaciers and ice sheets are vital for understanding cryospheric dynamics, yet the sub- and englacial environments that control many aspects of ice behavior are inherently difficult to observe. Cryoseismology offers tools for monitoring interior, basal, and surface processes of glaciers and ice sheets, with seismic sources ranging from discrete “icequakes” to sustained, high-frequency seismic tremor. The varied, complex, and sometimes subtle nature of ice-derived seismic signals means there is much to discover in large cryoseismic datasets, but these same types of datasets pose challenges for more traditional seismic analysis techniques. Here, we use an unsupervised machine learning algorithm, now called “SpecUFEx” (Holtzman et al., 2018), on spectrograms of vertical component, single station seismograms from June-July 2007 at Gornergletscher, Switzerland, including 1411 previously cataloged icequakes (Walter, 2009), and 1521 minute-long samples of icequake-free “noise”. After extracting and clustering characteristic time-varying spectral features from the data, we discover that spectrograms vary systematically in time corresponding with glaciohydrologic events, including a glacial outburst flood and afternoon meltwater production. We introduce a novel method of “reverse engineering” the output of SpecUFEx to recover stationary approximations of the spectral features, which we interpret as driven by sub- and englacial hydrology. By using SpecUFEx, we are able to provide new insight about the timing of the glacial outburst flood and detect other, more subtle seismic fluid signatures of glacial hydrology. This work demonstrates a fully interpretable, unsupervised machine-learning approach for exploration of long-term continuous seismic data from a temperate glacier, with possible applications to other systems that host fluid-mediated seismicity.

**Introduction**

Rapid changes in the cryosphere could have substantial implications for our climate and oceans, yet the sub- and englacial conditions that control ice dynamics are inherently difficult to observe. Cryoseismology offers tools for monitoring surface, basal, and interior processes of glaciers and ice sheets over long periods of times and vast spatial scales. Decades of research have revealed a diverse range of cryoseismic sources, including impulsive “icequakes” caused by ice flow and deformation (see review by Podolsy and Walter, 2016) and more recently high-frequency (0.5-20 Hz) tremor caused by turbulent water flow and bedload transport in sub- and englacial channels (e.g., Röösli et al., 2014, Bartholomaus et al., 2015; Gimbert et al., 2016 Vore et al., 2019, Eibl et al.2020, Linder et al., 2020). Such signals are often inspected visually from spectrograms, but visual inspection could be a practical challenge if one needed to view, for example, 10,000 spectrograms from multiple stations in a network.

Gaining insight from the tremendous volume and variety of cryoseismic data poses a challenge for typical seismic analysis techniques, leading to growing interest in application of machine learning methods. Supervised machine learning algorithms — those trained on datasets that contain manually labeled data points — have shown remarkable success at detecting and classifying tectonic earthquakes (e.g., Ross et al 2018 and 2019; Zhu and Beroza, 2018; Mousavi et al., 2020; Park et al., 2020), including at fluid-rich volcanic or geothermal settings (Ren et al., 2020, and reviews by Malfante et al., 2018; Carniel and Guzman, 2020), whose fluid-mediated seismic behavior could be considered at times analogous to temperate glacial settings (both systems, for example, feature fluids flowing through conduits, whether subglacial water flow or magma through dikes). However, for the many cases where the labeled datasets are lacking or inexistent, unsupervised machine learning (UML) methods must be employed. UML models infer patterns in data without prior training on labeled data, and have been used to cluster similar groups of seismic data (e.g., Trugman and Shearer, 2017; Chamarczuk et al., 2019; Lamb et al., 2020; Seydoux et al., 2020; Steinmann et al., 2021), to characterize the data by reducing it into lower-dimension, statistically meaningful “features” (e.g., Yoon et al., 2015, Lindenbaum et al., 2018), or a combination of both (e.g., Sick et al., 2015; Holtzman et al., 2018; Ren et al., 2020; Jenkins et al., 2021). Unlike supervised machine learning, the output from UML can be abstract; difficult to interpret physically because no labels are predicted and there is no guarantee that the clusters or features are of scientific interest.

One unsupervised spectral feature extraction algorithm (now called “SpecUFEx,” Holtzman et al., 2018) has proven particularly well-suited for characterizing subtle, fluid- and thermal-driven effects in seismic data. SpecUFEx was shown to reveal time-varying spectral features of injection-induced earthquakes in a geothermal reservoir that corresponded with nearby fluid-injection levels (Holtzman et al., 2018). Here, we expand the post-SpecUFex workflow to include further dimensionality reduction prior to clustering, then reconstruction of the extracted features back into the spectral domain, thus allowing for direct physical interpretation of results. In anticipation of a deluge of cryoseismic data for which semi-automated, unsupervised machine-learning-based analyses could provide great practical benefits, we present here a case study describing the successes and limitations of using such an approach to explore two months of summertime-seismic activity at a temperate glacier in the Swiss Alps.

**Background**

Gorner Glacier is the second largest glacier in the Swiss Alps, spanning approximately 57 square kilometers at an average elevation of 2500m. Gorner Glacier converges with Grenzgletcher and they flow generally westward at a speed on the order of centimeters per day (Table 1, and Garcia et al., 2019). Proglacial discharge has been measured continuously for over 50 years by a hydro-electric company about 4.5 km away from Gornersee (e.g., Huss et al., 2007). An ice-marginal lake, Gorner See, forms every spring at the confluence of the two glaciers and by midsummer drains catastrophically in a “jökulhlaup”, a glacial outburst flood, releasing up to 60 million cubic meters per second of water in some combination of sub-, en-, and supra-glacial flow (Huss et al., 2007, Werder et al., 2009a, 2010). A timeline of reported events for the 2007 Gorner See glacial outburst flood is given in Table 1. Lake drainage began on July 4th, as Gorner See breached its shore and flowed over the surface of the glacier to a lake-proximal moulin. From July 7-15, the majority of the lake drained through an en- and subglacial conduits, concluding when the lake was mostly empty and the lake level meter subaerially exposed (Werder et al., 2009a - *but I need to ask Fabian/Jonny/Meredith about the hydrological timeline in this study, because I don’t understand some parts of it|||*). Although sediment transport data were not collected during the 2007 study period, historical (1973-1990) and more recent (2016, 2017) observations show high sediment concentration in proglacial runoff (~1kg/m^3), with peak sediment transport during lake drainages (e.g., Collins, 1989; Delaney et al., 2018). The annual outburst floods typically accelerate the flow of Gorner glacier (Sugiyama et al., 2007, 2008 & 2010), which can increase icequake activity (Riesen, 2007; Roux et al., 2010; Garcia et al., 2019). A burst of surficial icequakes marked the onset of the 2007 lake drainage, but no such increase in basal seismicity was observed (Walter et al., 2009). Meltwater runoff is another major hydrologic driver of seismicity at Gorner Glacier. Surface seismicity rates peak in the afternoon as meltwater-flow at the ice/bed interface raises the glacier to near flotation levels, allowing for reduced basal drag and increased ice deformation (Walter 2008 and 2009; Roux et al., 2010). Walter et al., (2009) detected 100s to 1000s of icequakes daily in June-July 2007, with the vast majority (>99%) caused by tensile openings of crevasses in the top twenty meters of the ice. A few tens of basal icequakes were also detected daily, typically in the early morning hours when subglacial water pressure is at its lowest. Icequakes are frequently co-occurring with persistent background glacial seismic “noise,” such as tremor, highlighting some of the complexities that we attempt to overcome by analyzing a carefully selected cryoseismic dataset using the expanded SpecUFEx workflow.

**Data**

Our seismic data come from an 8-instrument array of three-component Geospace GS-11D geophones deployed on-ice at Gorner Glacier in shallow boreholes between June-July, 2007. The instruments have an aperture of ~200 m, and are no farther than ~200 m from the shore of Gorner See at its maximum height prior to drainage. The seismometers sampled continuously at 1000 sps, and were leveled daily to account for the effect on differential melting of the ice surface beneath the instruments. For simplicity, only the vertical seismic velocity components are used in this study. We perform the same analysis on two separate data sets: one containing two-second-long icequake waveforms cataloged by Walter (2009), and the second containing minute-long records of icequake-free background noise that was compiled for this study. “Noise” in this case means a signal of unknown origin, or a signal that is non-impulsive at minute-long timescales (including some tremor). Because icequakes inevitably occur in the presence of noise, the two experiments help decipher the relative effects of the icequakes and noise on the unsupervised results. Additionally, exploring the noise on its own allows for more emphasis on seismic tremor that could be caused by water flow in and under the glacier.

Our first experiment is concerned with icequakes. Walter (2009) reports over 100,000 icequakes in June-July 2007, detected using a modified short term average/long term average (STA/LTA) filter. The STA/LTA filter is calculated by taking the ratio of two moving averages of the waveform signal; one short window and one long window (in our case, 3 ms and 50 ms, respectively). When the ratio exceeds a certain threshold, the STA/LTA detector is triggered. A subset (N= ~24,000) of those detected events were located with a grid-search inversion algorithm (Lee and Steward, 1981) using an ice-velocity gradient calculated from an active seismic experiment (citation needed |||). Errors in location range from ~1 m within the array footprint, to over 200 m with a mean error of 70 m. The icequakes are high frequency (~50 Hz), low magnitude (M<1), short-duration (~1s), and can be easily distinguished from basal events and background noise by their prominent Raleigh wave arrival.

We highlight results from a single station J8 from the eight-station network deployed during this study, [[and include results from other stations in the supplementary materials??]]. We limit our study to icequakes located in the top 50 meters of ice and within the array footprint where locations are most accurate. In other experiments we included more distal icequakes, but results appeared irrelevant for our interests. Our initial dataset is composed of two-second long waveforms of individual icequakes from the catalog, with the onset of the Raleigh wave onset time-shifted to the 0.5-second mark (Walter, 2009). We end up with a dataset of 1411 icequake events with locations and depths in Swiss Grid coordinates as shown in Figure 1, with their timing throughout the season and binned by hour shown in **Figure 2 b and d**, respectively.

The second experiment is performed on 1521, minute-long records of seismic “noise” that is free of icequakes, sampled every ten minutes during the same two-month time period as the icequakes (**Figure 2c**). We use the same STA/LTA filter as above to identify and discard records with prominent icequakes in them. We also discard records if icequakes are detected in the five-seconds preceding, or the two-seconds following the record of noise, to account for sustained icequake codas and possible precursory signals, respectively. The bar-plots of icequake and noise samples in Figures 2d and 2e show how the high rates of icequakes in the afternoon hours correspond with under-sampling of noise in that same time period. The pervasiveness of icequakes (at times >5 icequakes per minute) prevents a uniform sampling of minute-long, icequake-free noise records.

To understand how environmental factors are interacting with seismicity, we utilize local GPS, lake level, temperature and precipitation measurements collected simultaneously with the seismic data (**Figure 2a**; Sugiyama et al., 2007; Garcia et al., 2019). Four GPS stations are located between 100 m and 3 km down-glacier from Gorner See, sampling continuously every 2 minutes with a horizontal and vertical accuracy of +/-1.4 mm and +/-3 mm, respectively. We use the GPS displacement measurements from Garcia et al. (2019) relative to their location at the beginning of our study, correct the slope of the displacement over time by subtracting background glacier velocity reported at each GPS station (Table 1), then take an hourly rolling average for each station. This allows us to visualize details about the GPS time series (green lines, Figure 2), including diurnal periodic displacements as well as the larger surges mediated by temperature, precipitation, and the glacial outburst flood. Lake levels were measured by a pressure transducer sampling continuously every minute (thick blue solid dashed line, Figure 2a). Temperature (red solid line) and precipitation data (thin solid blue line) come from an automated weather station located on the northern margin of Gorner Glacier, 2.5 km from and 600 m higher than the seismic array (Garcia et al., 2019).

**Methods**

The workflow consists of using Fourier analysis to transform waveforms into spectrograms, analyzing these spectrograms with SpecUFEx to produce fingerprints, reducing the fingerprints using principal component analysis (PCA), clustering the fingerprints using k-means clustering, and evaluating the clusters using silhouette scores. We then look for empirical relationships between those clusters and physical/environmental properties of the glacier, and interpret the relationship between those properties and spectral and waveform patterns. We then demonstrate the ability to “reverse engineer” meaningful spectral patterns from the output of SpecUFEx to help with physical interpretation.

**Spectrogram generation:**

We calculate spectrograms of the seismic ground velocity measurments using a short-time Fourier transform (STFT). Table 2 lists the parameters used to generate the spectrograms, including STFT window length, overlap, and number of windows for the icequake or noise observations. The spectrograms are then filtered according to the parameters given in Table 2. The upper frequency constraint ,, is chosen to avoid the sharp spectral peaks in the noise data at around 90 Hz (see **Figure 3b,** top panel) and the prominent lobes in icequake data around 160 Hz (**Figure 3a**, top panel). Our preliminary experiments suggest that these features are instrument artifacts which can strongly impact results. The lower frequency bound, ,, is chosen to be near theoretical limit defined by the reciprocal of the STFT window length, while also keeping in mind that there must be enough STFT windows for robust analysis by the hidden Markov Model. HMM learns on reoccurring time-varying patterns, so having too few time steps will lead to under-fitting the model. We find that using at least 30 STFT windows is recommended. Following Holtzman et al. (2018), who first developed SpecUFEx, we normalize each spectrogram by its median, convert it to decibels, and force negative values, if they occur, to zero in order to comply with the non-negativity constraint of non-negative factorization (described below).

**SpecUFEx**

SpecUFEx applies two layers of unsupervised feature extraction to the spectrograms, beginning with nonnegative matrix factorization (NMF; **Figure 4a**). NMF reduces spectrograms into a basis “dictionary” of sparse and meaningful spectral patterns, and an activation coefficient matrix (ACM) that shows how those patterns vary over time (Lee and Seung, 1999). The NMF dictionary is shared for all spectrograms, but the ACMs are generated uniquely for each spectrogram. Unlike other unsupervised dimensionality reduction techniques (e.g., principal or independent component analysis, vector quantization) NMF is solely additive (since its components are nonnegative) leading to highly similar low-dimensionality representations of spectrograms. For example, **Figure 4 (first column in rows a and b)** shows the full-dimensionality spectrogram (Figure 4a) above its NMF-reduced dimensionality counterpart (the ACM, Figure 4b). Even as the frequency resolution of the spectrogram is reduced, its predominant features are retained in the ACM through time.

The ACMs are then used as input for a hidden Markov model (HMM, Figure 4b). The HMM assumes that the temporal evolution of the ACM’s spectral patterns depends on unobservable “hidden states,” where each hidden state is a combination of spectral patterns from the NMF dictionary that tend to cooccur in time. Those states are given in the “emissions matrix” (EB), which, like the NMF Dictionary, is shared for all events. The state transition matrices (STM, **Figure 4C**) show how those states vary in time, and are generated uniquely for each ACM. The final product, the fingerprints (**Figure 4D**), show the probability of each state transitioning to another (or itself) from one time step to the next. For further details of the SpecUFEx algorithm, see the appendix of Holtzman et al. (2018).

**Principal component analysis**

The fingerprints—the 255-dimensional representations of spectrograms—are very sparse in our case, so to improve statistical representation we further reduce their dimensionality prior to clustering using principal component analysis (PCA, i.e., Pearson, 1901; Lever et al., 2017). We choose the number of principal components so that at least 86% of the variance (about two standard deviations above the mean) of the original fingerprints is preserved, resulting in a 67-dimensional dataset for the icequake fingerprints and a 3-dimensional dataset for the noise fingerprints. In retrospect, reducing the fingerprints at this step does not drastically change clustering results for our particular dataset.

**Clustering**

We evaluate how well clustered each fingerprint is by using silhouette scores (Rousseeuw, 1987). Silhouette scores range from -1 to 1 with high positive scores indicating well-clustered fingerprints. The silhouette score, **S(i)**, of a given fingerprint (**i**)is defined as

,

where **a** is the ℓ norm of fingerprint i to every other fingerprint in its cluster, and **b** is the ℓ norm of fingerprint *i* to every fingerprint in the closest neighboring cluster. Negative silhouette scores imply that a fingerprint is on average more similar to fingerprints in a cluster to which it was not assigned, but only 84 of 1411 icequake fingerprints (< 6%) and 17 of the 1521 noise fingerprints (< 2%) have negative silhouette scores; too few to impact the overall clustering trends in this study. By evaluating the mean silhouette score (MSS) of a dataset, we can qualitatively evaluate how well-clustered the dataset is for a given number of clusters.

**Reconstructing spectral features**

We introduce a novel method for recovering the spectral features that were most important for the clustering assignments, allowing for direct physical interpretation of the unsupervised output. We first choose a “key state” for each cluster based on which element on the main diagonal of the fingerprint matrix has the highest value, then map that state back into the frequency domain. **Figure 11** shows the fingerprint with the highest silhouette score from each cluster with the key state circled and numbered in green. Qualitatively, we see that the fingerprints are more sparse for the noise experiment (right column) than the icequakes (left column). The noise fingerprints are composed primarily of one or two states on the main diagonal, suggesting that the entire spectrogram can be represented by one or two states occurring repeatedly through time. The icequake fingerprints are more complicated, with many off-diagonal elements in addition to “key states” on the diagonals.

**Results**:

Clustering analysis results in 3 clusters for the icequake data (maximum MSS = 0.11, **Figure 5c**) and 4 clusters for the noise data (maximum MSS = 0.63, **Figure 5d**). **Figure 5a** shows the fingerprints colored by their cluster assignment, projected onto their first three principal subspaces (for icequakes, ~28% of the original fingerprint variance is preserved in this image). The clusters are organized for clarity by randomly assigned colors, and we note that no similarities between the icequake and noise clusters are suggested by shared colors. To characterize the observations within each cluster, it is useful to work with a subset: the top 20 events in each cluster with the highest silhouette scores. These are the “representative events” from each cluster, marked with black crosses in **Figure 5a and b** (60 events for the icequakes, 80 for noise). Some of the fingerprints (and therefore their PCA reductions) are identical, resulting in overlapping crosses.

**Figure 6** shows the waveforms of the representative icequakes (left column) and spectra for the representative noise (right column). For visualization of the icequakes, we normalize the waveforms by their maximum amplitude, time-lag them to maximize their cross-correlation, stack them, and then visualize a 0.8 second window containing the majority of the waveform energy. These processing steps bring out subtle features that characterize waveforms in each of the clusters. For example, the S-phase of each event, indicated by the thick black arrows in Figure 6, takes on a distinct shape for each cluster. The first cluster (blue) has a relatively high amplitude S-wave compared to the other two clusters, whereas the third (orange) cluster appears to have a distinct indentation at the peak of the S-wave. Additionally, the first icequake cluster (blue) has a visibly lower signal-to-noise ratio than the other two clusters due to a constant background noise around 30-70 Hz (seen in representative spectrograms; not shown), and the blue and orange clusters both have remarkably coherent reverberations in their codas (thin black arrows, **Figure 6**).

We find that spectra -- not waveforms— are better for discerning distinguishing characteristics between clusters for the noise data. Instead of calculating the Fourier transform of the whole signal, we sum the STFT values (columns of the spectrograms) over the time dimension, in order to preserve the filtering and normalization used to generate the spectrograms. We attempted align and stack the noise waveforms to bring out coherent details between waveforms (as we did with the icequakes), but results were indistinguishable from the same method applied to random time series (as is expected from noise). By stacking the spectra, however, we notice distinguishing peaks between clusters (black arrows), as well as relative differences in amplitude and overall shape. The second (red) cluster, for example, retains energy in the higher frequencies compared to the other three clusters resulting in a distinctly flatter spectra.

For the icequakes, the highly similar waveforms for the second (red) and third (orange) clusters suggest a similar source *and* path, yet **Figure 7** shows that this cannot always be the case. The dots with black outlines are the 20 most representative events in each cluster. The representative red dots are concentrated on lake-marginal clusters, so one can suppose a somewhat similar path for those icequakes to station J8 (light green triangle). The blue and orange icequakes, however, are more dispersed, showing that that icequakes’ paths must not necessarily be similar for their fingerprints to be clustered together.

**Figure 8 (a, b)** describes the station-event distances for the 20 representative events in each cluster using “box-and-whisker plots”. The boxes enclose the 25th-75th percentiles of the distance measure, with a line indicating the 50th percentile (median). The whiskers extend 1.5 times the interquartile range either side from the median, and individual points beyond the whiskers are considered outliers. Depths vary little between clusters, although the station-distance of icequakes in the red cluster are on average greater than icequakes in the other clusters. **Figure 8** **(c-f)** shows box-and-whisker plots of all the waveforms and spectrograms within each cluster for icequakes (left column) and noise (right column). **Figure 8c,e** (“log10(RSAM)”) is based on the “real-time amplitude measurement” of the waveform,

,

where ***x(t)*** is the seismic ground velocity filtered through the same band-passed filter as applied to spectrograms during preprocessing. RSAM measures the overall energy of the waveform, and is frequently used in volcano-seismology as an indicator of volcanic activity (Endo & Murray, 1991). **Figure 8d,f** shows the top 20 representative waveforms’ mean spectral centroids (SC); the spectral center of mass of a waveform (Klapuri & Davy, 2007). To calculate the spectral centroid, each time frame of the spectrogram (i.e., a spectra) is treated as a distribution over *N* frequency bins from which a centroid can be found. SC(t) is calculated as:

,

where **s** is the magnitude spectrum, *n* indicates the frequency bin, and **f** is the array of frequencies for a given time frame of the spectrogram.

To understand the clusters’ connection to glacial behavior, we compare the timing of the observations in each cluster to ancillary geophysical data, including ambient temperature, on-ice GPS displacement, precipitation measurements and lake-level data. **Figure 9** shows the clusters binned by hour of the day (UTC) for the entire study period, along with the mean temperature difference from the daily mean temperature (dark red dashed line). There is little variation between the icequake clusters in the diurnal distribution of events. In contrast, several of the noise clusters display distinct distributions. The first (blue) and fourth (purple) noise clusters peak in the evening (04-22 UTC), with the purple peak preceding the blue by 2-4 hours. The second (red) cluster strongly resembles the timing distribution of the original dataset (top bar plot, in black). The third (orange) cluster has most of its noise events in the morning hours (00-12 UTC).

**Figure 10** shows the timing of clusters alongside the ancillary data shown in **Figure 2.** The acceleration of ice flow shown by the GPS data and the reported onset of the outburst flood (July 4th; earliest dashed black lines in Figure 10) both approximately coincide with the blue icequake cluster and the red noise cluster, although both of these clusters continue after the ice-flow acceleration has ceased. Beyond this, there is no strong seasonal trend in the clustering of icequake clusters. For the noise data, however, there is a transition in which clusters are active, which approximately coincides with the onset of the flood (summarized in Table 1). The blue, orange and purple clusters are all active in the pre-drainage season, but within hours of supraglacial lake drainage (July 4th), the purple noise cluster pauses. About a day later (late on July 5th, or early July 6th), the blue and orange clusters cease as well. About 99% (594/601) of the noise events in the red cluster begin on or after July 5th; two days prior to the reported sub- and englacial components of the flood. The purple and orange cluster resume on July 15th and 17th (respectively), but the blue cluster never resumes.

**Figure 12** shows the “reconstructed spectra” (dashed lines) from key states chosen from the fingerprints in Figure 11, along with “median spectra” (solid lines) from each cluster, calculated by taking the median value at each frequency bin for all spectra in a cluster. The reconstructed spectra are generated and visualized as such:

1) We choose a key state for each cluster based on which element in the fingerprint has the highest value.

2) We then multiply the HMM emissions matrix (“EB,” **Figure 4**) with the transpose of the NMF dictionary (“Dict,” **Figure 4)**, and use it to map the key states to a frequency vector (the “reconstructed spectra”).

3) To allow for clear comparison between the shapes of the reconstructed and median spectra, we scale them by their maximum value, that is, we divide all of the spectra by the maximum value among all spectra, and likewise divide all of the reconstructed spectra by the maximum value among all reconstructed spectra (*not* by cluster). We display the results in logarithmic scale so the lower-amplitude details at the uppermost frequencies are not lost in visualization.

Each reconstructed spectra in Figure 12 (dashed lines) is compared to the “actual” median-normalized spectra of the waveforms (solid lines). The reconstructed icequake spectra (upper panel Figure 12) do not closely resemble the actual spectra, in that the actual spectra are relatively flat across all frequencies whereas the reconstructed spectra each have numerous distinct local maxima and minima. The blue reconstructed icequake spectra (cluster 1), for example, has a broad peak in amplitude around 35-45 Hz, whereas the orange reconstructed spectra (cluster 3) has higher amplitude frequency content up to about 39 Hz.

The reconstructed noise spectra (lower panel Figure 12) are much more successful at recovering small details found in the actual, median-normalized spectra, capturing, for example, the small local peaks around 25 Hz for the blue, orange and purple clusters (clusters 1, 3 and 4, respectively). The reconstructed noise spectra also capture some general trends of the median-normalized noise spectra, including the flat frequency characteristic of the red (second) cluster. It is important to remember that since the spectrograms were median-normalized prior to SpecUFEx, the reconstructed spectra reflect that normalization. For example, the median spectra for the second noise cluster (red solid line, lower panel Figure 12) is in reality the highest amplitude signal across all frequencies. At higher frequencies the reconstructed noise spectra diverge significantly from the actual noise spectra, where the low-amplitude dips in the reconstructed spectra due to sparse NMF spectral patterns are exaggerated due to the logarithmic scaling. In summary, we are able to retrieve highly resolved details of the noise spectra — but not icequake spectra — by mapping the SpecUFEx HMM states back to the frequency domain

**Discussion**

We demonstrate how SpecUFEx, an unsupervised machine-learning algorithm, can discover characteristic time-varying spectral patterns in >4000 spectrograms recorded at a glacial system with active hydraulics. Unlike the initial SpecUFEx publication (Holtzman et al., 2018), we apply further processing steps to the SpecUFEx workflow, including PCA on the fingerprints, k-means clustering on the PCA projections, and clustering validation by silhouette scores. The PCA projections (Figure 5) show that the clusters form continuous branches connected to one center mass, and that, for the noise particularly, these branches seem related to changing hydrologic and dynamic conditions at the glacier (see Figure 10). We interpret the continuous nature of the branches as reflective of possible continuous subglacial parameters (e.g., conduit geometry, water flow speed, hydraulic pressure, bedload properties,…). The silhouette scores help us find define an optimal number of clusters for k-means clustering, and additionally allows uss to quantitatively select characteristic end-members of the different branches. Our method is able to explore the large- and fine-scale trends that exist in the dataset, revealing highly coherent detail between a small subset of representative cluster members while also displaying overall trends within the entire dataset; both important criteria for unraveling the physical origins of the signals.

The majority of the spectral energy in all of the noise clusters occur in the 5-40 Hz band; a signal which could be explained by subglacial turbulent water flow and saltation from sediment transport (citation|||||). The reported timing of the subglacial drainage (Werder et al., 2009a) was chosen based on the peak lake level before drainage, shown by the second dotted black line in **Figures 2, 10.** It is almost certain that subglacial drainage initiated prior to that, however, given that continuous meltwater input to the lake would delay the visible drop in lake level by minutes to hours. This leads us to conclude that the timing of onset the red noise cluster (July 5th or 6th) is a better indicator of subglacial drainage than surface lake level observations. Given that the onset of the second (red) noise cluster also coincides with glacial surge recorded by GPS (Figure 10), the source of the spectral features in the second (red) noise cluster could alternatively be from till deformation, slip at the ice-bed interface, or from minute fractures in the ice due to increased flow and deformation. Although we cannot rule these possibilities out, the fact that the noise cluster trends continue long past the end of the ice acceleration suggests that this noise is more likely hydrologically sourced.

Figure 9 shows how the diurnal trends of some of the noise clusters differ substantially from the dataset as a whole. Diurnal trends within the clusters are of interest because of the connection between diurnal temperature fluctuations (red dashed line), melt water production, and glacial velocity—all possible seismic sources —at this and other temperate glaciers. The purple cluster tends to be active 2-4 hours after the hottest time of day; a lag time that could be controlled by the storage capacity/residence time of the glacier [I’m blanking on the better term for this]. The peak in the orange cluster precedes the hottest time of day by about 6 hours, yet is inactive in the evening . The blue, orange and purple clusters are mostly inactive during the lake drainage period from July 7th-15th, but the orange and purple clusters return with a prominent diurnal trend after drainage ends, around July 15th. The orange and purple clusters’ timings could contain the seismic signatures of two separate, stable modes of subglacial meltwater runoff (purple: high and/or unimpeded runoff; orange: low and/or impeded runoff), which are interrupted by the catastrophic flooding period. Subglacial conduit networks that were deformed or destroyed during the flood could reform post-flood, eventually exhibiting the same stable modes of subglacial meltwater and leading to a return of the purple and orange clusters. Going beyond temporal correlations, we see in Figure 8e that representative waveforms from the purple cluster have an overall significantly higher amplitude than those from orange clusters, consistent with seismicity from relatively higher water flow. Additionally, we see in spectra evidence that the purple clusters is related to higher water flow,…. [[…. is something I would like to say but I am not sure how]]]

Some of the clusters identified by this method could have been found using more straight-forward methods. The noise cluster associated with the onset of lake drainage (red cluster), for example, could have been identified by applying K-means directly to the spectra or the features depicted in **Figure 8 c-d.** The other noise clusters, however, are less distinct. Performing K-means on the noise spectra, for example, does not produce the orange and purple clusters. Additionally, since the phases aren’t aligned between records in time, performing K-means directly on the waveforms or spectrograms would also fail to produce these results. Therefore, SpecUFEx is advantageous in objectively discriminating subtle spectral features of seismic data that elude simpler detection techniques.

One of the novel aspects of this study is the reconstruction of the output of the unsupervised classification methods back into the frequency domain, allowing for direct physical interpretation of the results. For the noise clusters, the reconstructed spectra in **Figure 12** recover highly resolved details of the median-normalized spectra in the 5-40 Hz range. We hypothesize that this is in part because the noise waveforms (and spectrograms) are essentially stationary time series, and can be well represented in fingerprints by a single hidden Markov state frequently transitioning to itself through time. The noise waveforms themselves do not correlate in time, and so would be impossible to identify using simpler methods like cross- or auto-correlation

For the icequakes, the reconstructed spectra in **Figure 12** fail to emulate the actual spectra, but can still be instructive for deciphering the clustering logic. For example, the first (blue) icequake cluster in **Figure 6** has a sustained background noise throughout the record. That noise is likely represented by state 12 in the icequake fingerprints (Figure 11), which has a broad peak in amplitude from 30-50 Hz. A signal in this frequency range could be caused by turbulent water flow and sediment saltation in subglacial conduits; a hypothesis that is supported by the timing of the blue icequake cluster with respect to lake drainage (Figure 10).

The fine-scale coherence between waveforms in **Figure 6** demonstrates how SpecUFEx could be a useful tool for identifying repeating earthquakes. Rather than auto-correlating a dataset or manually choosing templates for cross correlation, SpecUFEx can identify groups of highly similar event waveforms in a semi-automated, unsupervised fashion. Additionally, cross-correlation coefficients can be impacted by factors such as azimuth and epicentral distance (e.g., Gao et al., 2021), but we show here that SpecUFEx is insensitive to such variations (see Figure 7). Future studies will aim to understand what physical aspects of the source and/or path are causing the subtle differences between waveforms and spectra in **Figure 6,** particularly the features indicated with the black arrows, and how they may relate to the overall hydrology and dynamics at Gornergletscher.

**Conclusion:**

We use an unsupervised feature extraction algorithm, SpecUFEx, PCA, and k-means clustering to characterize two months of glacial seismic data based on characteristic time-varying spectral features in spectrograms of icequakes and seismic “noise”. We compare results to ancillary geophysical data (temperature, precipitation, GPS displacement and lake level), and utilize a novel method for “reverse engineering” the output of SpecUFEx back into the frequency domain. We discover systematic differences in waveform and spectral properties that are at times highly subtle and would elude simpler machine learning or seismic analysis techniques. Based on our analysis, we propose an updated timeline for the glacial outburst flood and identify other possible seismic signatures of subglacial conduit reorganization. This work demonstrates the value of unsupervised feature extraction as a seismic monitoring and discovery tool, particularly in systems where complex fluid-driven processes occur.
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