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# Introduction

Deep Learning performs well in a number of diverse problems due to its ability to provide training stability, generalization, and scalability with big data (Candel & LeDell, 2020). The basic framework of multi-layer neural networks are used to accomplish Deep Learning tasks. This multi-layer, feedforward neural networks framework starts with an input layer that matches the feature space (Candel & LeDell, 2020). This is followed by multiple layers of nonlinearity and ends with a linear regression or classification layer to match the output space. H2O follows the model of multi-layer, feedforward neural networks for predictive modeling (Candel & LeDell, 2020).

The data we will be using to apply the H2O’s Deep Learning algorithm is from the MNIST database of handwritten digits. This data consists of a training set of 60,000 examples and a test set of 10,000 examples (Lecun et al, n.d.). The files available include:

1. Training set images: *train-images-idx3-ubyte.gz*
2. Training set labels: *train-labels-idx1-ubyte.gz*
3. Test set images: *t10k-images-idx3-ubyte.gz*
4. Test set labels: *t10k-labels-idx1-ubyte.gz*

Each image is a standardized pixel greyscale image of a single handwritten digit (Candel & LeDell, 2020). This data can be loaded into R directly from the website URL and then the files can be unzipped. First, we need to load all the necessary libraries into R.

## Load Libraries and Data

The packages needed to complete this assignment are loaded below.

library(R.utils)  
library(h2o)  
library(caret)

The **R.utils** package is loaded to unzip our *.gz* files, or *gunzip* (Bengtsson, 2015). The **h2o** package is loaded to perform Deep Learning. Finally, the **caret** package is loaded to evaluate our Deep Learning models.

Now, we can load our data into R. To do this, we begin by downloading the data directly from the URL using the **download.file()** function (Dalpiaz, n.d.).

download.file("http://yann.lecun.com/exdb/mnist/train-images-idx3-ubyte.gz", "train-images-idx3-ubyte.gz")  
download.file("http://yann.lecun.com/exdb/mnist/train-labels-idx1-ubyte.gz", "train-labels-idx1-ubyte.gz")  
download.file("http://yann.lecun.com/exdb/mnist/t10k-images-idx3-ubyte.gz", "t10k-images-idx3-ubyte.gz")  
download.file("http://yann.lecun.com/exdb/mnist/t10k-labels-idx1-ubyte.gz", "t10k-labels-idx1-ubyte.gz")

Now, we need to unzip the *.gz* files using the **gunzip()** function (Dalpiaz, n.d.).

gunzip("train-images-idx3-ubyte.gz", overwrite = TRUE)  
gunzip("train-labels-idx1-ubyte.gz", overwrite = TRUE)  
gunzip("t10k-images-idx3-ubyte.gz", overwrite = TRUE)  
gunzip("t10k-labels-idx1-ubyte.gz", overwrite = TRUE)

To load the image files, we can use the function below. This function has been adapted from Hou (2019). The steps found in the function below are as follows (Hou, 2019):

1. Read Magic Number (A constant numerical or text value used to identify a file format)
2. Read Number of Images
3. Read Number of Rows
4. Read Number of Columns
5. Read pixels of every image, each image has **nrow** x **ncol** pixels
6. Store them in a matrix form for easy visualization

load\_image\_file <- function(filename) {  
 ret = list()  
 f = file(filename,'rb')  
 readBin(f,'integer',n=1,size=4,endian='big')  
 ret$n = readBin(f,'integer',n=1,size=4,endian='big')  
 nrow = readBin(f,'integer',n=1,size=4,endian='big')  
 ncol = readBin(f,'integer',n=1,size=4,endian='big')  
 x = readBin(f,'integer',n=ret$n\*nrow\*ncol,size=1,signed=F)  
 ret$x = matrix(x, ncol=nrow\*ncol, byrow=T)  
 close(f)  
 ret  
}

Now, we can use the function above to load our image files.

trainset <- load\_image\_file("train-images-idx3-ubyte")  
testset <- load\_image\_file("t10k-images-idx3-ubyte")

To load our image labels, we can use the function below, which has been adapted from Hou (2019). The steps found in the function below are as follows (Hou, 2019):

1. Read Magic Number
2. Read Number of Labels
3. Read All the Labels

load\_label\_file <- function(filename) {  
 f = file(filename,'rb')  
 readBin(f,'integer',n=1,size=4,endian='big')   
 n = readBin(f,'integer',n=1,size=4,endian='big')   
 y = readBin(f,'integer',n=n,size=1,signed=F)   
 close(f)  
 y  
}

We will now load our labels as a factor, and then add them to our **trainset** and **testset** objects (Dalpiaz, n.d.).

trainset\_labels <- as.factor(load\_label\_file("train-labels-idx1-ubyte"))  
testset\_labels <- as.factor(load\_label\_file("t10k-labels-idx1-ubyte"))  
  
  
trainset$labels = trainset\_labels  
testset$labels = testset\_labels

To determine the type of object our data is stored in, we can use the **class()** function (Hou, 2019).

class(trainset)

## [1] "list"

class(testset)

## [1] "list"

To view the length of each element of a list, we can use the **lengths()** function (Hou, 2019).

## Length of trainset: 1 47040000 60000

## Length of testset: 1 7840000 10000

Similarly, to determine the dimensions of our data, we can use the commands below (Hou, 2019).

dim(as.data.frame(trainset))

## [1] 60000 786

dim(as.data.frame(testset))

## [1] 10000 786

Next, we can define a function to display the images.

### Display Images

First, we need to define a function to visualize the images in our data (O’Connor, n.d.).

show\_digit <- function(arr784, col=gray(12:1/12), ...) {  
 image(matrix(arr784, nrow=28)[,28:1], col=col, ...)  
}

Using the function above, we can display the fifth label and it’s corresponding image/digit in our **trainset** by using the commands below.

trainset$labels[5]

## [1] 9  
## Levels: 0 1 2 3 4 5 6 7 8 9

show\_digit(trainset$x[5,])
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According to the the label output, the image below is the number “9”. To display the first 25 labels and images, we can use the commands below (Hou, 2019):

label\_matrix <- t(matrix(trainset$labels[1:25], 5, 5))  
label\_matrix

## [,1] [,2] [,3] [,4] [,5]  
## [1,] "5" "0" "4" "1" "9"   
## [2,] "2" "1" "3" "1" "4"   
## [3,] "3" "5" "3" "6" "1"   
## [4,] "7" "2" "8" "6" "9"   
## [5,] "4" "0" "9" "1" "1"

par(mfrow=c(5,5))  
par(mar=c(0.1,0.1,0.1,0.1))  
for(i in 1:25){show\_digit(trainset$x[i,])}

![](data:image/png;base64,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)

The output above allows us to easily visualize the images and labels in our **trainset**. Before we continue, we need to reset the **mfrow** parameter.

par(mfrow=c(1,1))

## Deep Learning Model

As stated above, we will be using the **h2o** package to create our Deep Learning models. To begin, we need to initialize the H2O server.

h2o.init(nthreads=-1, enable\_assertions = FALSE)

## Connection successful!  
##   
## R is connected to the H2O cluster:   
## H2O cluster uptime: 4 days 4 hours   
## H2O cluster timezone: America/Denver   
## H2O data parsing timezone: UTC   
## H2O cluster version: 3.32.0.1   
## H2O cluster version age: 2 months and 5 days   
## H2O cluster name: H2O\_started\_from\_R\_07hoc\_iwp664   
## H2O cluster total nodes: 1   
## H2O cluster total memory: 2.37 GB   
## H2O cluster total cores: 8   
## H2O cluster allowed cores: 8   
## H2O cluster healthy: TRUE   
## H2O Connection ip: localhost   
## H2O Connection port: 54321   
## H2O Connection proxy: NA   
## H2O Internal Security: FALSE   
## H2O API Extensions: Amazon S3, Algos, AutoML, Core V3, TargetEncoder, Core V4   
## R Version: R version 4.0.3 (2020-10-10)

The arguments used above include (Initialize and Connect to H2O, n.d.):

1. *nthreads*: Number of threads in the thread pool. This relates very closely to the number of CPUs used. -1 means use all CPUs on the host (Default).
2. *enable\_assertions*: A logical value indicating whether H2O should be launched with assertions enabled. Used mainly for error checking and debugging purposes. This value is only used when R starts H2O.

Next, we need to convert our **trainset** and **testset** lists to H2O objects.

h2o.no\_progress()  
h2o\_train <- as.h2o(trainset)  
h2o\_test <- as.h2o(testset)

The first values of each row represent the full image and the final values denotes the digit class (label) (Candel & LeDell, 2020). Before we create our Deep Learning model, we need specify the response and predictor columns.

y <- "labels"  
x <- setdiff(names(h2o\_train),y)  
  
tail(x)

## [1] "x.779" "x.780" "x.781" "x.782" "x.783" "x.784"

Above, **y** is our response variable, and **x** contains our predictor columns. Now, we need to encode the response column as categorical for multinomial classification (Candel & LeDell, 2020).

h2o\_train[,y] <- as.factor(h2o\_train[,y])  
h2o\_test[,y] <- as.factor(h2o\_test[,y])

Next, we can train a Deep Learning model and validate on our testing data set. The arguments used in the model below include (Deep Learning, 2020):

1. : Vector containing the names or indices of the predictor variables to use when building the model.
2. : The column to use as the dependent variable.
3. : The dataset used to build the model.
4. : The distribution (i.e., the loss function). The options are AUTO, bernoulli, multinomial, gaussian, poisson, gamma, laplace, quantile, huber, or tweedie.
   1. Multinomial requires that the response column must be categorical.
5. : The activation function. Options include: Tanh, Tanh with dropout, Rectifier, Rectifier with dropout, Maxout, Maxout with dropout.
   1. Rectifier and Rectifier with dropout have been known to enhance performance on the MNIST database data (Candel & LeDell, 2020).
6. : Specify the hidden layer sizes (e.g., 100,100). The value must be positive. This option defaults to (200,200).
7. : Specify the number of times to iterate (stream) the dataset. The value can be a fraction. This option defaults to 10.
8. : Specify the input layer dropout ratio to improve generalization. Suggested values are 0.1 or 0.2. Defaults to 0.
9. : Specify the L1 regularization to add stability and improve generalization; sets the value of many weights to 0 (default).
10. : Specify whether to compute variable importance.

The H2O Deep Learning model has many parameters, and often it’s just the number and sizes of hidden layers, the number of epochs and the activation function and maybe some regularization techniques that need to be changed (Candel, n.d.).

h2o.no\_progress()  
model <- h2o.deeplearning(x = x,  
 y = y,  
 training\_frame = h2o\_train,  
 validation\_frame = h2o\_test,  
 distribution = "multinomial",  
 activation = "RectifierWithDropout",  
 hidden = c(50,50,50),  
 epochs = 10,  
 input\_dropout\_ratio = 0.2,  
 l1 = 1e-5,  
 variable\_importances = TRUE)

## Warning in .h2o.processResponseWarnings(res): Dropping bad and constant columns: [x.86, x.85, x.84, x.83, x.561, x.760, x.169, x.755, x.756, x.757, x.758, x.759, x.32, x.31, x.30, x.672, x.112, x.673, x.113, x.674, x.477, x.700, x.701, x.702, x.1, x.3, x.2, x.5, x.4, x.7, x.23, x.6, x.22, x.9, x.21, x.8, x.20, x.141, x.142, x.29, x.781, x.28, x.782, x.27, x.783, x.26, x.784, x.25, x.24, x.12, x.56, x.11, x.55, x.10, x.54, x.53, x.19, x.18, x.17, n, x.58, x.730, x.57, x.731, x.645, x.646, x.728, x.729].

Using our model, we can extract the parameters, examine the scoring process and make predictions on new data.

### View Results of Model

First, we can look at the model summary, which examines the performance of the trained model and displays all performance metrics (Candel & LeDell, 2020).

model

## Model Details:  
## ==============  
##   
## H2OMultinomialModel: deeplearning  
## Model ID: DeepLearning\_model\_R\_1607552775867\_8   
## Status of Neuron Layers: predicting labels, 10-class classification, multinomial distribution, CrossEntropy loss, 41,510 weights/biases, 607.5 KB, 600,000 training samples, mini-batch size 1  
## layer units type dropout l1 l2 mean\_rate rate\_rms  
## 1 1 717 Input 20.00 % NA NA NA NA  
## 2 2 50 RectifierDropout 50.00 % 0.000010 0.000000 0.032859 0.087344  
## 3 3 50 RectifierDropout 50.00 % 0.000010 0.000000 0.000292 0.000125  
## 4 4 50 RectifierDropout 50.00 % 0.000010 0.000000 0.000542 0.000277  
## 5 5 10 Softmax NA 0.000010 0.000000 0.002966 0.002833  
## momentum mean\_weight weight\_rms mean\_bias bias\_rms  
## 1 NA NA NA NA NA  
## 2 0.000000 0.049185 0.115816 -0.141996 0.231248  
## 3 0.000000 -0.040012 0.135008 0.796043 0.191569  
## 4 0.000000 -0.035712 0.141048 0.693208 0.135723  
## 5 0.000000 -0.357644 0.828543 -1.630914 0.645160  
##   
##   
## H2OMultinomialMetrics: deeplearning  
## \*\* Reported on training data. \*\*  
## \*\* Metrics reported on temporary training frame with 10011 samples \*\*  
##   
## Training Set Metrics:   
## =====================  
##   
## MSE: (Extract with `h2o.mse`) 0.05977089  
## RMSE: (Extract with `h2o.rmse`) 0.2444809  
## Logloss: (Extract with `h2o.logloss`) 0.2262201  
## Mean Per-Class Error: 0.06520146  
## Confusion Matrix: Extract with `h2o.confusionMatrix(<model>,train = TRUE)`)  
## =========================================================================  
## Confusion Matrix: Row labels: Actual class; Column labels: Predicted class  
## 0 1 2 3 4 5 6 7 8 9 Error Rate  
## 0 1001 0 5 4 2 4 6 0 4 1 0.0253 = 26 / 1,027  
## 1 0 1059 17 5 2 2 2 4 12 1 0.0408 = 45 / 1,104  
## 2 3 2 927 21 9 2 16 7 8 2 0.0702 = 70 / 997  
## 3 0 0 18 931 0 27 2 11 10 4 0.0718 = 72 / 1,003  
## 4 2 2 8 2 907 2 8 0 5 24 0.0552 = 53 / 960  
## 5 5 0 5 28 5 834 15 1 6 5 0.0774 = 70 / 904  
## 6 11 1 8 1 0 10 937 1 4 0 0.0370 = 36 / 973  
## 7 4 3 20 11 6 1 1 956 1 38 0.0817 = 85 / 1,041  
## 8 5 16 11 14 8 22 8 1 895 5 0.0914 = 90 / 985  
## 9 4 1 1 15 40 14 1 16 11 914 0.1013 = 103 / 1,017  
## Totals 1035 1084 1020 1032 979 918 996 997 956 994 0.0649 = 650 / 10,011  
##   
## Hit Ratio Table: Extract with `h2o.hit\_ratio\_table(<model>,train = TRUE)`  
## =======================================================================  
## Top-10 Hit Ratios:   
## k hit\_ratio  
## 1 1 0.935071  
## 2 2 0.973329  
## 3 3 0.984817  
## 4 4 0.991210  
## 5 5 0.993407  
## 6 6 0.995605  
## 7 7 0.997303  
## 8 8 0.998402  
## 9 9 0.999301  
## 10 10 1.000000  
##   
##   
## H2OMultinomialMetrics: deeplearning  
## \*\* Reported on validation data. \*\*  
## \*\* Metrics reported on full validation frame \*\*  
##   
## Validation Set Metrics:   
## =====================  
##   
## Extract validation frame with `h2o.getFrame("RTMP\_sid\_8a62\_6")`  
## MSE: (Extract with `h2o.mse`) 0.06152417  
## RMSE: (Extract with `h2o.rmse`) 0.2480407  
## Logloss: (Extract with `h2o.logloss`) 0.2391414  
## Mean Per-Class Error: 0.0673272  
## Confusion Matrix: Extract with `h2o.confusionMatrix(<model>,valid = TRUE)`)  
## =========================================================================  
## Confusion Matrix: Row labels: Actual class; Column labels: Predicted class  
## 0 1 2 3 4 5 6 7 8 9 Error Rate  
## 0 956 0 2 3 1 6 10 1 1 0 0.0245 = 24 / 980  
## 1 0 1106 7 5 1 1 3 1 11 0 0.0256 = 29 / 1,135  
## 2 10 0 961 14 7 4 8 9 17 2 0.0688 = 71 / 1,032  
## 3 0 0 20 941 0 23 1 13 9 3 0.0683 = 69 / 1,010  
## 4 1 1 7 2 937 1 12 3 3 15 0.0458 = 45 / 982  
## 5 7 1 5 40 7 797 9 4 16 6 0.1065 = 95 / 892  
## 6 11 2 9 0 4 6 923 0 3 0 0.0365 = 35 / 958  
## 7 2 8 30 7 2 0 1 938 0 40 0.0875 = 90 / 1,028  
## 8 7 4 9 14 10 33 10 8 874 5 0.1027 = 100 / 974  
## 9 9 5 2 13 48 12 0 9 10 901 0.1070 = 108 / 1,009  
## Totals 1003 1127 1052 1039 1017 883 977 986 944 972 0.0666 = 666 / 10,000  
##   
## Hit Ratio Table: Extract with `h2o.hit\_ratio\_table(<model>,valid = TRUE)`  
## =======================================================================  
## Top-10 Hit Ratios:   
## k hit\_ratio  
## 1 1 0.933400  
## 2 2 0.971400  
## 3 3 0.982900  
## 4 4 0.990100  
## 5 5 0.994300  
## 6 6 0.997100  
## 7 7 0.998600  
## 8 8 0.999300  
## 9 9 0.999800  
## 10 10 1.000000

To view specified parameters of the Deep Learning model, we can use the [**model@parameters**](mailto:model@parameters) command (Candel & LeDell, 2020). The **h2o.performance(model)** function “returns all pre-computed performance metrics for the training/validation set”, which can be found in the summary output above under *Training Set Metrics* (Candel & LeDell, 2020). Using the command **h2o.performance(model, valid = TRUE)** returns the validation metrics, which is located under the *Validation Set Metrics* section in the summary output above.

To get the mean square error (MSE), we can use the **h2o.mse()** function. “The MSE metric measures the average of the squares of the errors or deviations. MSE takes the distances from the points to the regression line (these distances are the “errors”) and squaring them to remove any negative signs (Performance and Prediction, n.d.)."

h2o.mse(model, train = TRUE)

## [1] 0.05977089

h2o.mse(model, valid = TRUE)

## [1] 0.06152417

The output above suggests that our model has an error rate of . This then suggests that our model has an accuracy rate of . We can confirm this with a confusion matrix, which we will create in the next section.

To generate the variable importances, we can use the **h2o.varimp()** function. “This feature allows us to view the absolute and relative predictive strength of each feature in the prediction task (Candel & LeDell, 2020).” Th

h2o.varimp(model)

## Variable Importances:   
## variable relative\_importance scaled\_importance percentage  
## 1 x.590 1.000000 1.000000 0.003332  
## 2 x.534 0.977569 0.977569 0.003257  
## 3 x.143 0.957341 0.957341 0.003190  
## 4 x.198 0.954711 0.954711 0.003181  
## 5 x.36 0.953686 0.953686 0.003178  
##   
## ---  
## variable relative\_importance scaled\_importance percentage  
## 712 x.313 0.185208 0.185208 0.000617  
## 713 x.679 0.184548 0.184548 0.000615  
## 714 x.285 0.183385 0.183385 0.000611  
## 715 x.136 0.178898 0.178898 0.000596  
## 716 x.134 0.165955 0.165955 0.000553  
## 717 x.690 0.162303 0.162303 0.000541

The output above shows the top 5 important variables and the least important variables.

Now, using this model, we can use the **h2o.predict()** function to compute and store predictions on new data (Candel & LeDell, 2020).

### View Predictions

As stated above, we can use the **h2o.predict()** function to make predictions using out model. To view the predictions, we can use the **head()** function.

pred <- h2o.predict(model, newdata = h2o\_test)  
head(pred)

## predict p0 p1 p2 p3 p4  
## 1 7 2.736164e-04 5.914795e-06 1.928436e-03 1.597784e-03 6.785902e-05  
## 2 2 2.215879e-03 7.817808e-03 7.574309e-01 1.038842e-01 2.529168e-03  
## 3 1 1.252809e-06 9.988615e-01 7.201478e-05 2.668904e-05 1.618585e-04  
## 4 0 9.997911e-01 2.190379e-08 5.127281e-05 1.123193e-06 2.874733e-07  
## 5 4 4.375919e-05 5.021726e-05 3.230510e-04 1.191457e-05 9.774495e-01  
## 6 1 9.659590e-07 9.989099e-01 6.506568e-05 2.634763e-05 1.520974e-04  
## p5 p6 p7 p8 p9  
## 1 2.945361e-04 1.429446e-05 9.865363e-01 6.895781e-05 9.212274e-03  
## 2 9.361011e-03 6.078492e-02 2.358355e-02 2.937314e-02 3.019399e-03  
## 3 1.045071e-04 2.458213e-05 4.042398e-06 7.393178e-04 4.205403e-06  
## 4 1.151793e-04 2.429604e-05 2.156041e-07 1.492926e-05 1.575258e-06  
## 5 3.582411e-04 3.183312e-04 1.393430e-04 1.005394e-03 2.030021e-02  
## 6 8.550216e-05 1.820877e-05 3.703191e-06 7.341458e-04 4.074732e-06

From the output above, we can see the digit that the model predicted for each observation, and the probabilities that the particular observation was a different digit. For example, for the first observation, the model predicted that the image was a “7”. The probability that the image is a “7” is 0.9976. The probability that the image is a “1” is 3.3027e-07.

Now, to view the confusion matrix for our model, we can use the **h2o.confusionMatrix()** function with the model and testing set as arguments (Zalando’s images classification using H2O with R, 2017).

h2o.confusionMatrix(model, h2o\_test)

## Confusion Matrix: Row labels: Actual class; Column labels: Predicted class  
## 0 1 2 3 4 5 6 7 8 9 Error Rate  
## 0 956 0 2 3 1 6 10 1 1 0 0.0245 = 24 / 980  
## 1 0 1106 7 5 1 1 3 1 11 0 0.0256 = 29 / 1,135  
## 2 10 0 961 14 7 4 8 9 17 2 0.0688 = 71 / 1,032  
## 3 0 0 20 941 0 23 1 13 9 3 0.0683 = 69 / 1,010  
## 4 1 1 7 2 937 1 12 3 3 15 0.0458 = 45 / 982  
## 5 7 1 5 40 7 797 9 4 16 6 0.1065 = 95 / 892  
## 6 11 2 9 0 4 6 923 0 3 0 0.0365 = 35 / 958  
## 7 2 8 30 7 2 0 1 938 0 40 0.0875 = 90 / 1,028  
## 8 7 4 9 14 10 33 10 8 874 5 0.1027 = 100 / 974  
## 9 9 5 2 13 48 12 0 9 10 901 0.1070 = 108 / 1,009  
## Totals 1003 1127 1052 1039 1017 883 977 986 944 972 0.0666 = 666 / 10,000

The output above suggests that the error rate for our model is . This confirms our MSE values that was calculated above. Thus, the accuracy rate is 93.25.

Another method to creating a confusion matrix is to use the **caret** package and look at the overall accuracy and other statistic values (Charleshsliao, 2017).

pred\_results <- as.data.frame(pred[,1])  
confusionMatrix(unlist(pred\_results), testset$labels)$overall

## Accuracy Kappa AccuracyLower AccuracyUpper AccuracyNull   
## 0.9334000 0.9259727 0.9283358 0.9382100 0.1135000   
## AccuracyPValue McnemarPValue   
## 0.0000000 NaN

Notice, this output also confirms our accuracy rate of . This output also provides the Cohen’s Kappa Statistic. Recall from the Week 2 Assignment, this value is used to measure the agreement of two raters or methods rating on categorical scales. Kappa values range from 0 to a maximum of 1, which indicates a perfect agreement between the model’s predictions and the true values. The value above indicates very good agreement/near perfect agreement.

## Cartesian Hyper-Parameter Grid Search

For the final portion of this assignment, we will be using a Cartesian grid search for model comparison. “Grid search provides more subtle insights into the model tuning and selection process by inspecting and comparing our trained models after the grid search process is complete (Candell & LeDell, 2020).” To perform a Cartesian grid search, we need to create the hyperparameters. For this, we will create a list of control parameters for the number of hidden layer sizes and the L1 regularization.

hidden\_opt <- list(c(50,50), c(100,100), c(200,200))  
l1\_opt <- c(1e-4, 1e-5)  
hyper\_params <- list(hidden = hidden\_opt, l1 = l1\_opt)

Now, we use the **h2o.grid()** function to launch a grid search. The arguments we will be using below include (H2o. Grid function, n.d.):

1. : Name of algorithm to use in grid search (gbm, randomForest, kmeans, glm, deeplearning, naivebayes, pca).
2. : ID for resulting grid search.
3. : List of lists of hyper parameters
4. , , , : List of control parameters for smarter hyperparameter search.

grid\_search <- h2o.grid(algorithm = "deeplearning",  
 grid\_id = "mygrid",  
 x = x,  
 y = y,  
 hyper\_params = hyper\_params,  
 training\_frame = h2o\_train,  
 validation\_frame = h2o\_test,  
 distribution = "multinomial",  
 score\_interval = 2,  
 epochs = 10,  
 stopping\_rounds = 3,  
 stopping\_tolerance = 0.05,  
 stopping\_metric = "misclassification")  
grid\_search

## H2O Grid Details  
## ================  
##   
## Grid ID: mygrid   
## Used hyper parameters:   
## - hidden   
## - l1   
## Number of models: 24   
## Number of failed models: 0   
##   
## Hyper-Parameter Search Summary: ordered by increasing logloss  
## hidden l1 model\_ids logloss  
## 1 [200, 200] 1.0E-4 mygrid\_model\_3 0.07434812550851004  
## 2 [200, 200] 1.0E-4 mygrid\_model\_15 0.0803907671587165  
## 3 [200, 200] 1.0E-4 mygrid\_model\_21 0.08597297674501649  
## 4 [100, 100] 1.0E-4 mygrid\_model\_14 0.08802445190969467  
## 5 [100, 100] 1.0E-4 mygrid\_model\_20 0.08841444593521085  
##   
## ---  
## hidden l1 model\_ids logloss  
## 19 [100, 100] 1.0E-5 mygrid\_model\_17 0.14211806701397514  
## 20 [100, 100] 1.0E-5 mygrid\_model\_23 0.14342010895373078  
## 21 [50, 50] 1.0E-5 mygrid\_model\_16 0.15662723158731137  
## 22 [50, 50] 1.0E-5 mygrid\_model\_4 0.1626738685423568  
## 23 [50, 50] 1.0E-5 mygrid\_model\_10 0.16508876887424984  
## 24 [50, 50] 1.0E-5 mygrid\_model\_22 0.1728066514656209

Using the function below, we can print out the test MSE for all of the models and their model ID’s (Candel & LeDell, 2020).

for (model\_id in grid\_search@model\_ids) {  
 mse <- h2o.mse(h2o.getModel(model\_id), valid = TRUE)  
 print(sprintf("Test set MSE: %f", mse))  
 print(sprintf("Model ID: %s", model\_id))  
 }

## [1] "Test set MSE: 0.019274"  
## [1] "Model ID: mygrid\_model\_3"  
## [1] "Test set MSE: 0.019676"  
## [1] "Model ID: mygrid\_model\_15"  
## [1] "Test set MSE: 0.021812"  
## [1] "Model ID: mygrid\_model\_21"  
## [1] "Test set MSE: 0.020904"  
## [1] "Model ID: mygrid\_model\_14"  
## [1] "Test set MSE: 0.021727"  
## [1] "Model ID: mygrid\_model\_20"  
## [1] "Test set MSE: 0.022561"  
## [1] "Model ID: mygrid\_model\_2"  
## [1] "Test set MSE: 0.022772"  
## [1] "Model ID: mygrid\_model\_8"  
## [1] "Test set MSE: 0.018032"  
## [1] "Model ID: mygrid\_model\_12"  
## [1] "Test set MSE: 0.024475"  
## [1] "Model ID: mygrid\_model\_9"  
## [1] "Test set MSE: 0.024623"  
## [1] "Model ID: mygrid\_model\_7"  
## [1] "Test set MSE: 0.024521"  
## [1] "Model ID: mygrid\_model\_1"  
## [1] "Test set MSE: 0.020091"  
## [1] "Model ID: mygrid\_model\_24"  
## [1] "Test set MSE: 0.026184"  
## [1] "Model ID: mygrid\_model\_13"  
## [1] "Test set MSE: 0.021792"  
## [1] "Model ID: mygrid\_model\_5"  
## [1] "Test set MSE: 0.026478"  
## [1] "Model ID: mygrid\_model\_19"  
## [1] "Test set MSE: 0.020185"  
## [1] "Model ID: mygrid\_model\_6"  
## [1] "Test set MSE: 0.021728"  
## [1] "Model ID: mygrid\_model\_18"  
## [1] "Test set MSE: 0.022885"  
## [1] "Model ID: mygrid\_model\_11"  
## [1] "Test set MSE: 0.025376"  
## [1] "Model ID: mygrid\_model\_17"  
## [1] "Test set MSE: 0.025036"  
## [1] "Model ID: mygrid\_model\_23"  
## [1] "Test set MSE: 0.028468"  
## [1] "Model ID: mygrid\_model\_16"  
## [1] "Test set MSE: 0.029359"  
## [1] "Model ID: mygrid\_model\_4"  
## [1] "Test set MSE: 0.028007"  
## [1] "Model ID: mygrid\_model\_10"  
## [1] "Test set MSE: 0.028386"  
## [1] "Model ID: mygrid\_model\_22"

To get the model with the lowest MSE, we can use the commands below because the grid search automatically sorts the models by MSE (Candel, n.d.).

best\_model <- grid\_search@model\_ids[[1]]  
h2o.mse(h2o.getModel(best\_model))

## [1] 0.0103964

Using the “best model”, we can make predictions. Similar to above.

pred\_search <- h2o.predict(h2o.getModel(best\_model), newdata = h2o\_test)  
head(pred\_search)

## predict p0 p1 p2 p3 p4  
## 1 7 4.128290e-09 1.373566e-08 8.044667e-08 3.690622e-07 2.882428e-10  
## 2 2 5.328029e-07 4.191872e-07 9.997953e-01 7.472790e-08 2.800911e-12  
## 3 1 8.251455e-06 9.987975e-01 1.440151e-04 3.580470e-06 4.696438e-05  
## 4 0 9.999414e-01 1.494900e-06 8.341984e-06 1.493985e-06 5.202007e-08  
## 5 4 3.019286e-06 6.470066e-07 3.115631e-07 8.710120e-11 9.980734e-01  
## 6 1 2.023899e-06 9.997637e-01 2.636763e-06 2.565462e-07 2.884491e-05  
## p5 p6 p7 p8 p9  
## 1 6.175897e-09 4.844054e-10 9.999961e-01 6.994240e-09 3.452315e-06  
## 2 2.189492e-08 1.344172e-06 2.198129e-15 2.023220e-04 3.909108e-12  
## 3 2.558474e-06 4.247720e-04 2.208426e-04 3.509739e-04 5.166662e-07  
## 4 2.050785e-06 2.893183e-06 3.434190e-05 2.632551e-08 7.952373e-06  
## 5 1.375254e-09 1.051897e-06 4.235667e-05 6.302066e-08 1.879143e-03  
## 6 4.206026e-08 2.475412e-05 1.475798e-04 3.011120e-05 8.309110e-08

Next, we view the confusion matrix for our model.

h2o.confusionMatrix(h2o.getModel(best\_model), h2o\_test)

## Confusion Matrix: Row labels: Actual class; Column labels: Predicted class  
## 0 1 2 3 4 5 6 7 8 9 Error Rate  
## 0 969 0 1 2 1 1 0 1 1 4 0.0112 = 11 / 980  
## 1 0 1124 2 2 0 0 2 0 5 0 0.0097 = 11 / 1,135  
## 2 3 1 1006 3 3 0 0 9 7 0 0.0252 = 26 / 1,032  
## 3 0 0 2 992 0 4 0 4 8 0 0.0178 = 18 / 1,010  
## 4 0 1 3 1 947 0 6 3 5 16 0.0356 = 35 / 982  
## 5 3 0 0 13 0 862 5 2 5 2 0.0336 = 30 / 892  
## 6 5 2 0 0 13 3 930 0 5 0 0.0292 = 28 / 958  
## 7 1 4 8 5 0 0 0 1000 2 8 0.0272 = 28 / 1,028  
## 8 3 0 2 6 2 3 0 5 950 3 0.0246 = 24 / 974  
## 9 3 1 0 4 6 1 0 3 3 988 0.0208 = 21 / 1,009  
## Totals 987 1133 1024 1028 972 874 943 1027 991 1021 0.0232 = 232 / 10,000

Notice, our model’s error rate went down to . To print the accuracy rate, we can use the command below.

pred\_search\_results <- as.data.frame(pred\_search[,1])  
confusionMatrix(unlist(pred\_search\_results), testset$labels)$overall

## Accuracy Kappa AccuracyLower AccuracyUpper AccuracyNull   
## 0.9768000 0.9742116 0.9736569 0.9796610 0.1135000   
## AccuracyPValue McnemarPValue   
## 0.0000000 NaN

Using the Cartesian grid search method and selecting the “best model”, our accuracy increased from to .

# Conclusion

For this assignment, we used H2O’s Deep Learning algorithm for classification of handwritten numerals. The data used was from the MNIST database that consisted of of 60,000 training images and 10,000 test images. To load our data, we used the **R.utils** package to “gunzip” our files. For our first Deep Learning model, we mostly used the default settings as our parameters. After computing and storing our predictions made on our testing data, the confusion matrix showed our model had an accuracy rate of . To improve the performance of our model, we performed a Cartesian grid search which allowed us to train several models using combinations of our specified parameters. Choosing the model with the lowest MSE value and using this model to make predictions, the confusion matrix showed that this model had an accuracy rate of . There are many other parameters that could be adjusted and applied. However, without distortions, convolutions, or other advanced image processing techniques, the best-ever published test set error for the MNIST dataset is by Microsoft (Candel & LeDell, 2020). This was accomplished after training for 8,000 epochs on ten nodes, which took about ten hours. Typically, the default values will result in good performance for most problems (Candel & LeDell, 2020).
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