# Experiments

## SEIR Model and Baseline RL Model

Our study seeks to test designed artifacts using data from Hong Kong in the context of COVID-19, which has rapidly spread since the first case reports in December 2019, becoming a severe global pandemic.

In particular, we utilize the SEIR model to simulate the progression of the COVID-19 pandemic, categorizing individuals into susceptible (S), exposed (E), infected/infectious (I), and removed (R) groups (Djidjou-Demasse et al. 2020; Godio et al. 2020; He et al. 2020). Note that, we integrated the recovered and death cases into the removed category, assuming that individuals who have recovered from the virus have gained immunity and are not susceptible to future infection. Figure 1(a) illustrates the inter-group relations, with , , and denoting the exposure rate, infection rate, and removal rate, respectively. The efficacy of NPIs on disease control is represented by the symbol . Moreover, similar to previous studies using the SEIR model (He et al. 2020; Kompella et al. 2020), random disturbances have been incorporated into the simulation to introduce the complexity of real-world scenarios. In Figure 1(a) Formula 1, represents a 10% probability of increasing or decreasing by a maximum of 10 exposed cases between two sequential statuses, S and E, to simulate accidental infections. Using random numbers with a uniform distribution, the hyper-parameters above have been adjusted (as per Figure 1(a) Formula 2) to simulate fluctuations in transmission and variations in policy implementations.

Meanwhile, we establish the initial RL Model based on previous research (Kompella et al. 2020; Padmanabhan et al. 2021). As shown in Figure 1(b), we have presented a straightforward overview of our baseline RL model. The agent acts as a representative of the policymaker. In order to simulate the environment of the pandemic, we implemented the SEIR model and determined hyper-parameters , , and , through a first-order Euler equation on the pandemic data from January 8 to May 20, 2020, which are verified by prior studies (Djidjou-Demasse et al. 2020; Liu and Rocklöv 2021). We utilized the efficacy of control as the action, restricted by upper and lower bounds of 0.9 and 0, respectively, with a step size of 0.1, resulting in 10 total actions. Apparently, the strictest action results in a reduction of the parameter by 90%. Observations occur at daily intervals with eight attributes, including population numbers within the susceptible (S), exposed (E), infected/infectious (I), and removed (R) populations, the increase in the exposed (E), infected/infectious (I), and removed (R) populations since the last decision round, and the most recent action selected. In terms of reward, the total reward comprises two sub-rewards (as per Figure 1(a) Formula 3, , which means the acceptable number of daily new infected cases): the status of public health reflected by the sigmoid function of the standardized number of new patients exceeding expectations () and the action cost that receives a high value under strict action (). The discount factor, , delineates the relative importance of short-term rewards in comparison to long-term rewards. In our study, we set the value of this parameter to 0.99, and this value has been widely used in prior studies (Chadi and Mousannif 2022; Kompella et al. 2020).
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| **Figure 1.** SEIR Model and Baseline RL Model |

Due to the infinite state space involved in our research, we implemented the deep Q-network (DQN) algorithm, a value-based reinforcement learning method, that leverages an artificial neural network to optimize the action-value function, ensuring that comparable states result in similar action outputs (Mnih et al. 2016; Mnih et al. 2013). We trained our baseline RL model with the pandemic data in Hong Kong from March 27, 2020, featuring , , , and .

## Component of Virus Mutation

As shown in Figure 2, we build an internal SEIR simulation component for Agent. We mark the internal model as , and mark the external model as . While simulating, both two models can receive the same initial population of 4 categories (S, E, I, and R) and the same initial transmission parameters. When artificial mutation happens, can get the changed parameters directly, while will estimate the new parameters with 10 days’ population data of the 4 categories. We provide these settings because virus mutations cannot be detected immediately, and medical testing of virus parameters requires a certain time cost (Kirkeby et al. 2017; Smirnova et al. 2019). At the beginning of the epidemic, due to the unpredictability of the strains, the detection efficiency of pathogens could not be ensured (McIntosh 1974). Our settings can ensure the delay of obtaining disease parameters, which is consistent with the real-world situation.

In order to determine the location of mutation points and predict the reproductive coefficient of mutant strains, we referred to the research of (Perakis et al. 2022) and applied the random martingale process to achieve the CPD algorithm (Shown in Algorithm 1). We set 3 mutations during an episode. The parameters and the date of mutations are shown in Table 1, which are designed according to the existing research on the COVID-19 pandemic (Liu and Rocklöv 2021; Liu and Rocklöv 2022).

|  |
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|  |
| **Figure 2.** Extended RL Framework and CPD Algorithm’s Performance |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Mutations** |  |  |  |  |
| Initial Coefficient | 3.64 | 0.1 | 0.13 | 0 |
| First Mutation | 5.5 | 0.526 | 0.13 | 60 |
| Second Mutation | 7.2 | 0.03 | 0.15 | 120 |
| Third Mutation | 15.2 | 0.025 | 0.2 | 180 |
| **Table 1.** Mutation Data | | | | |

|  |
| --- |
|  |
| **Algorithm 1.** Change Point Detection of Martingale Process |

Figure 3 (a) shows the performance of DQN (marked as Base) and DQNCPD (marked as CPD) in the non-mutation environment. We find that DQNCPD is not as good as DQN in the environment without mutation. In terms of epidemic control, DQN has a significantly better performance in the short term and makes the same performance in the middle and long term. Besides, DQN has a higher total reward in this environment. Figure 3 (b) shows the performance in the mutation environment. DQNCPD achieves excellent control effects in the early and middle term and is in line with the DQN control effects in the long term. And the reward of DQNCPD is slightly higher than DQN. Besides, no matter in which environment, DQNCPD’s action volatility is smaller, which indicates that its learning strategy is more stable. Through these results, we prove the significance of considering virus mutation, which may perform better in real situations with kinds of COVID-19 strains.

This result shows that considering virus mutations will help the system perform better. It also confirms that it is necessary for us to consider the gap in the general system design and narrow the gap, taking it as one of the design perspectives.
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|  |
| **Figure 3.** Performance of DQN and DQNCPD |

## Component of Multi-rewards

The values of we used are 10, 5, 2, 1, 0.5, 0.2 and 0.1. And when decreases to 1 or below, the system will take due to the large proportion of action costs. Therefore, the paper only shows the results when is greater than or equal to 1.

In Figure 4, the red line represents the DQNCPD, and the blue line represents DQN, the same As shown in both the non-mutation and mutation environments, we can see that with the increase of , the 2 systems obviously take significantly more stringent actions, and instead, both 2 systems will take the action when drop to 1. In addition, the larger the , the better the performance of epidemic control, which is reflected in the control of daily new infected.

We also make a comparison of the 2 models under the same weights. In the non-mutation environment, DQNCPD performs slightly better in controlling the daily new infected and the total reward when , instead, it performs significantly worse when and . However, in the mutation environment, the performance of the 2 models is almost the same when . From the change of the average of actions taken by the 2 models, the fluctuation of the actions taken by DQNCPD is significantly smaller than that of DQN, which is more reasonable in the real situation and can make sense.
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| **Figure 4.** Performance with Various Weights in Non-Mutation/Mutation Environment |

## Component of Guided Rewards

We summarize the previous research on RL-based policy support systems in epidemic control and conclude 2 kinds of AI immoral behaviors, threshold fluctuation (**TF**) and algorithm cheating (**AC**). We find that the 2 immoral behaviors are related to reward function design. We record the reward settings in 4 research with immoral behaviors and summarize them in Table 2.

|  |  |  |  |
| --- | --- | --- | --- |
| **Immoral Behavior** | **Paper** | **Reward Settings** | **reference** |
| **Threshold Fluctuation (TF)** | 1 |  | (Arango and Pelov 2020) |
| 2 |  | (Chadi and Mousannif 2022) |
| 3 |  | (Ohi et al. 2020) |
| 4 |  | (Padmanabhan et al. 2021) |
| **Algorithm Cheating (AC)** | 5 | Same as 4 | (Padmanabhan et al. 2021) |
| **Table 1.** Reward Function in Selected Research with Immoral Behaviors | | | |

In order to better prove the real existence of **TF** and **AC**, we simulate the reward function design in these researches and verify our summary of reward design errors. The reward we designed for TF is shown in Formula 4 and for AC in Formula 5.

The results of reward function for TF are shown in Figure 5 (a), which clearly shows an obvious phenomenon of threshold fluctuation. We also observed significant changes in the selected action under all weights. The results of reward function for AC are shown in Figure 5 (b), which demonstrate the existence of AI cheating behavior. The DQN gains positive rewards through the “short loosening, long tightening” policy, which leads to a significantly worse control effect of the COVID-19 epidemic. The number of daily new infections is much higher than in the original reward setting, which contradicts the original intention.

|  |
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| **Figure 5.** Performance of DQN and DQNCPD in Mutation Environment |

## Component of Comparison and Interpretation

The four policies we use as benchmarks are designed as follows.

1. **Double thresholds policy (DTP)**: DTP refers to taking the strictest action when the population of I exceeds the first threshold , taking the action when the population of I is less than the second threshold , and taking the moderate action when the population between the 2 thresholds.
2. **Complete intervention policy (CIP)**: CIP refers to taking the strictest action at each step, whose control effect is 0.9.
3. **Random intervention policy (RIP)**: RIP refers to taking arbitrary action at each step.
4. **Non-intervention policy (NIP)**: NIP refers to making the epidemic develop free and taking action at each step.

# Appendix

## Base RL-based Policy Support System

**Agent:** The agent represents the policymaker. Our goal is to train it to be an intelligent policymaker with the ability to select the optimal NPIs strategy under different environmental states.

**Environment:** We use the COVID-19 data from Hong Kong as the data of the SEIR model. The parameters , , and , which are competed through first-order Euler equation on the epidemic data from January 8 to May 20, 2020, and verified with prior studies (Djidjou-Demasse et al. 2020; Liu and Rocklöv 2021).

**Observation:** We set 1 day as the interval between each decision point. In order to match the reality, we assume that the virus parameters cannot be observed by the agent. The observation contains 8 features, including the number of the population of the S, E, I, and R, the increasing number of the E, I, and R since the last decision point, and the last selected action.

**Action:** We use control effects instead of specific NPIs as the action directly, set the upper limit to 0.9, the lower limit to 0, and give a graduation value of 0.1, which means we have 10 actions in total. With the strictest action, the parameter will be reduced by 90%.

**Reward:** The reward function is the key to guiding the direction of RL. In this study, we subdivide the reward into two sub-rewards. The first one represents the effect of public health and is reflected in the number of daily new cases. The second one represents the action cost, which will get a high value under strict action. The total reward is completed by Formula 1. And we set .

**Discount Factor**: The discount factor , defines how valuable short-term rewards are compared to the long-term reward. In this case, we set this parameter as 0.99.

According to the Bellman equation, the Q-function defines the expected future discounted reward for taking action in state and then following policy thereafter, as shown in Formula 2 (Watkins 1989).

Given the infinite state space in our case, we select the deep Q-network (DQN) algorithm. DQN is a value-based RL method and uses an artificial neuron network to optimize the action-value function so that similar states can get similar output actions (Mnih et al. 2016; Mnih et al. 2013).
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