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Descriptive statistics for parametric or nonparametric models are generally sensitive to departures, gross errors, and/or random errors. Here, we explored semiparametric methods to classify distributions to discover the underlying mechanisms of current robust estimators. Further deductions explain why the Winsorized mean typically has smaller biases compared to the trimmed mean and why the Hodges-Lehmann estimator and Bickel-Lehmann spread are the optimal nonparametric location and scale estimator. From the distribution structures, a series of new estimators were deduced. Some of them are robust to both gross errors and departures from parametric assumptions, making them ideal for estimating the mean and central moments of common unimodal distributions. This presentation sheds light on the understanding of the common nature of probability distributions and the measures of them.