实验名称 – 基于KNN的分类算法实现

目的：

通过实现KNN算法，理解KNN算法的基本原理和基本的程序实现方法。

带类标的数据：titanic.dat（详见相应的文件），该文件为文本文件，以@开头的行为注释行，剩下每一行为一个带类标的训练样例，由空格隔开的属性值构成，最后一个属性值为类标，取值为1.0或者-1.0，分别表示两个不同的类别。

要求：

1. 把各个属性的值进行规范化，要求采用Range方法（即把每个属性的值映射到[0, 1]，不包括类标属性）；
2. 对给定的数据集随机划分，70%作为训练数据，30%作为测试数据；
3. 实现KNN算法，给出测试数据集中每个测试样例的预测类标（用欧氏距离计算实例之间的距离，K参数可调）
4. 分别统计K=1、3、5、7、9情况下算法在测试集上类别预测的准确率（预测类别正确的测试样例的个数/测试样例的个数）。

程序设计语言

C、C++、Java或Python