ICE CREAM REVIEWS

**GOALS**

* Create a dashboard (using R Shiny, Plotly Dash, Streamlit; or a static report using Tableau) which shows review trends and insights for each brand.
* Filter by product or show charts for all products combined
* Use topic modeling/clustering to group [only negative?] reviews and identify complaints. Use sentiment analysis to “refine” the star ratings and show most important reviews.
* Optional: plots for product comparison (within/between brands) & brand comparisons; i.e. flavor shift
* Optional: update data daily
* EDA: examine ingredients list to determine consumer likes. See my Kaggle notebook for EDA ideas.
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**NATURAL LANGUAGE PROCESSING FOR REVIEWS**

1. Clustering/topic modeling – common themes and complaints
2. Sentiment analysis – star ratings are not always accurate; we may benefit from measuring sentiment ourselves
3. Text summarization – generate a report from all reviews
4. Identify emerging trends – leverage timestamps

**THE DATA**

Products: name, description, ingredients. Average rating & rating count are inferred from reviews.

Reviews: author, date, stars, title, helpful votes, text. Haagen-Dasz only: taste/ingredients/texture/tags.

**CONSIDERATIONS**

Factor in helpfulness of review.

Sometimes the title is informative (ex: “Way Too Salty”) sometimes it’s not (“Worst Ice Cream Ever”).

Most reviews are ~40-50 words. Use models that work well with **short text**.

Only 20k reviews across all brands. Might want to do topic modeling across all brands. Try to limit filtering to preserve data.

How do we find reviews/sentences within reviews that are meaningful/actionable?

**METHODS FOR SENTIMENT ANALYSIS**

VADER/SentimentR

**METHODS FOR TOPIC MODELING**

use unigrams & bigrams. Filter out stop words & punctuation, lemmatize, stemming, etc.

1.1.: traditional clustering methods (i.e. K-means) on TF-IDF or embedding (word2vec) vectors

1.2.: use Word Mover Distance as a better distance metric

2.: use Haagen-Dasz tags for inspiration. Cluster documents based on occurrence of human-selected tags such as: taste, texture, ingredients, flavor, etc. On the same lines, try to identify \*review words\* that signify an important sentence, i.e. “improvement” or “unsatisfactory”. Perhaps consider parts of speech or semantics which indicate an important sentence.

Three: more advanced methods (LDA/GSDMM, neural networks, graph-based, etc.)
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**TEXT PREPROCESSING**

-Remove stopwords

>English stopwords

>product details

-Filter out extremely common/uncommon words in reviews

>either filter by total frequency or filter words that do not appear in enough reviews

-Normalization: stemming vs lemmatizing. stemming is generally better

>this makes word clouds & interpretation harder, though

>remove stopwords & filter before or after stemming?

-Convert to lowercase, remove extra whitespace, remove numbers

-Remove punctuation (including unicode chars)

>may want to be careful about ' and -

-Remove tokens with 1 or 2 characters

Techniques

-ngrams: unigrams vs bigrams

--------------------------------------------

Topic modeling

1. Manual clustering

-Create a few clusters (taste/flavor, texture, value, ingredients quality, change)

-Build them up by computing commonly co-occuring words, inspecting the list, and

adding relevant words

-Can also use word embeddings to identify similar words

-Assign each document to a cluster based on cluster-word-occurences

2. K-means

-Create term-document matrix; with or without tf-idf

-Use K-means and determine appropriate number of clusters

-Use Word-Mover-Distance, which makes use of word embeddings

3. Traditional models (PLSA/LSA/LSI & LDA)

4. short-text models (GSDMM, neural nets, graph based, etc.)