1. INTRODUÇÃO

Neste artigo, avaliamos a eficácia de algoritmos de aprendizagem de máquina na classificação de perguntas de acordo com seus assuntos.

A importância disso surge quando um usuário tenta recuperar informações em documentos, pois, dada a potencial grandiosidade da tarefa e o tédio de ter de analisar inúmeros possíveis documentos, delegar essa atividade a um algoritmo de inteligência artificial acaba sendo a melhor alternativa. Além disso, esse tipo de algoritmo também é de grande valor na criação de chatbots, para que possam identificar sobre o que está sendo perguntado por um usuário.

No TREC (Text Retrieval Conference), um número de perguntas e respostas tentam responder uma lista de perguntas predefinidas a partir do uso de um conjunto de documentos predeterminado.

1. MATERIAIS

Utilizaremos a base de dados organizada por Xin Li e Dan Roth, que foi utilizada em seu artigo Learning Question Classifiers (2002).

Usaremos três tipos de pré-processamento para cada tipo de algoritmo escolhido. Serão eles o BOW (Bag of Words), o TF (Term Frequency) e o TF-IDF (Term Frequency – Inverse Document Frequency).

1. MÉTODOS

Os algoritmos utilizados serão o KNN (K-Nearest Neighbors – modelo do vizinho mais próximo), o Naive Bayes e redes neurais com MLP (Multilayer Perceptrons).

3.1. KNN

Para classificarmos conforme o KNN, primeiro encontramos *f*(*k*, *xq*) e tomamos o voto da maioria dos vizinhos (que é o voto majoritário, em caso de classificação binária). Para evitar empates, *k* é sempre escolhido como número ímpar. Para fazer regressão, podemos tirar a média ou mediana de *k* vizinhos, ou podemos resolver um problema de regressão linear sobre os vizinhos (Russel e Norvig, 2004).

A função *f* é definida assim:

*f*(*xq*) = arg max *i*))

*v* *V*

Onde:

*xq* é uma instância;

*wi* é o peso atribuído segundo a distância; e

3.2. Naive Bayes

O teorema de Bayes é utilizado para calcular a probabilidade de um evento ocorrer baseado no conhecimento (a priori) que pode estar relacionado a esse próprio evento. Nesse teorema, ele mostra como modificar as probabilidades a priori para obter probabilidades a posteriori.

A definição formal é expressa matematicamente por essa equação:

![](data:image/png;base64,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)

3.3. MLP

1. EXPERIMENTOS E RESULTADOS

4.1. KNN

|  |  |  |
| --- | --- | --- |
| **Método de Pré-Processamento** | **k Ótimo** | **Acurácia** |
| BOW | 2 | 0,658 |
| Tf | 2 | 0,738 |
| Tfidf | 12 | 0,754 |

4.2. Naive Bayes

|  |  |
| --- | --- |
| **Método de Pré-Processamento** | **Acurácia** |
| BOW | 0,542 |
| Tf | 0,49 |
| Tfidf | 0,684 |

4.3. MLP

|  |  |  |
| --- | --- | --- |
| **Método de Pré-Processamento** | **Número de Camadas Escondidas Ótimo** | **Acurácia** |
| BOW | 37 | 0,788 |
| Tf | 4 | 0,792 |
| Tfidf | 64 | 0,81 |

1. CONCLUSÃO