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# Подготовка

1. Выставить экспертные оценки парам документов, представленным в файле «Выборка.xls», на предмет того, являются ли документы нечеткими дубликатами или нет. Выставляется оценка «0» (документы оригинальные) или «1» (документы — нечеткие дубликаты). Необходимо выставить каждой паре документов одну оценку. Выставленные оценки используются для заполнения столбца «Экспертная оценка 1» в документе «Выборка.xls».
2. Сформировать обучающую выборку. Для этого необходимо взять экспертные оценки, выставленные бригадами с номерами и  (где  — номер бригады), и заполнить ими столбцы «Экспертная оценка 2» и «Экспертная оценка 3». Оценки в столбце «Экспертная оценка 1», занесенные вашей бригадой, остаются.

# Задание

1. Запустить ED08.exe
2. Убедиться, что во вкладке «База текстов» содержится 100 статей. Первые 50 – экзаменационная выборка (категория «-1»), остальные – обучающая (категория «0»),
3. Нажать кнопку «Настройки» и во вкладке «Общие настройки» указать набор разделителей и словарь стоп-слов.
4. Рассчитать значения полноты-точности для методов: коэффициент ассоциативности Джаккарда, коэффициент Жаро, коэффициент Жаро-Винклера, расстояние Левенштейна для различных значений порога на обучающей выборке. Использовать решающее правило «Средний голос > 0.5» Построить графики (порговое значение - полнота, пороговое значение - точность, полнота - точность) для полученных результатов. Выбрать пороговое значения для каждого метода, при котором достигается максимальное значение точности, при значении полноты не менее 85 %
5. Рассчитать значения полноты - точности для методов шинглов (длина шингла 3 слова), Winnowing (k = 2, t = 5) при различных пороговых значениях на обучающей выборке. Построить графики (порговое значение - полнота, пороговое значение - точность, полнота - точность) для полученных результатов.

Для каждого из методов добиться заданного целевого критерия (См. таблицу «Варианты заданий») путем настройки данных методов (длина шинглов от 2 до 5, k от 1 до 5, t от 3 до 7). Построить графики полнота-точность на полученных оптимальных настройках методов.

1. Получить значения полноты-точности для всех методов на *экзаменационной* выборке при выбранном пороге и настройках. Сравнить с результатами, полученными на обучающей выборке. Объяснить полученные результаты.
2. Повторить пункты 4-6 при отсечении стоп-слов и использовании стемминга. Сравнить полученные результаты.

# Варианты заданий

Вариант соответствует номеру по журналу (N). Если номер по журналу N > 10, то выбрать вариант = N - 10

|  |  |
| --- | --- |
| Вар. № | Задание |
| 1 | Добиться максимальной точности при полноте не менее 90% |
| 2 | Добиться максимальной полноты при точности не менее 75% |
| 3 | Добиться максимального значения F-меры (alfa = 35%) |
| 4 | Добиться максимального значения F-меры (alfa = 50%) |
| 5 | Добиться максимального значения F-меры (alfa = 70%) |
| 6 | Добиться максимальной точности при полноте не менее 80% |
| 7 | Добиться максимальной полноты при точности не менее 85% |
| 8 | Добиться максимального значения F-меры (alfa = 25%) |
| 9 | Добиться максимального значения F-меры (alfa = 40%) |
| 10 | Добиться максимального значения F-меры (alfa = 60%) |

# Краткое описание методов выявления нечетких дубликатов

## Коэффициент ассоциативности Джаккарда

Первоначально использовался в математической статистике в качестве меры сходства между объектами, описанными бинарными признаками. Он основан на анализе соотношения совпадающих и признаков у различных объектов. Коэффициент Джаккарда вычисляется по следующей формуле , где A — число терминов, присутствующих в обоих документах, B — число терминов, присутствующих в первом документе и отсутствующих во втором, C — число терминов, присутствующих во втором документе и отсутствующих в первом.

## Метод шинглов

Данный метод основан на расчёте контрольных сумм (шинглов) для каждой последовательности слов в тексте. Последовательности имеют фиксированную длину, которая может настраиваться в зависимости от длины документа. Таким образом, получается набор чисел (шинглов) характеризующих документ. Для проверки на оригинальность документа сравнивают набор шинглов, характеризующий проверяемый документ, с набором шинглов, характеризующим оригинальный документ.

Примечание: суть метода заключается в том, чтобы производить сравнение не последовательности слов, а чисел, однозначно поставленные в соответствие этим последовательностям. Таком образом, производиться операция хеширования данных. В лабораторной работе используется не нахождение контрольных сумм, а стандартная функция хеширования данных SHA-1.

## Коэффициент Жаро и Жаро-Винклера

Расстояния Ж*аро* (![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALgARIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AIIkxAADxGAD/QfF0YBL3dAQAAAAtAQAACAAAADIKAAIfAQEAAABKExwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDgiDEAAPEYAP9B8XRgEvd0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAZAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQB04w9mdQAACgAuAIoBAAAAAJDyGADE6u90BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)) и *Жаро-Винклера* (![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///7f////gAQAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A4IgxAADxGAD/QfF0YBL3dAQAAAAtAQAACAAAADIKAAICAQEAAABXABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgBghzEAAPEYAP9B8XRgEvd0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAZAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQB0HBNmggAACgAuAIoBAAAAAJDyGADE6u90BAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)) относятся к специализированным расстояниям и рассчитываются следующим образом:

Здесь: ![](data:image/x-wmf;base64,183GmgAAAAAAAMABgAEDCQAAAABSXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///zcAAACAAQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJA/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlIx3ZAkcp2ngtmZgQAAAAtAQAACAAAADIKIAE5AAEAAADyeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAACeC2ZmAAAKADgAigEAAAAA/////zDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) — количество соответствующих символов (символы считаются соответствующими, если они равны и находятся не далее, чем ![](data:image/x-wmf;base64,183GmgAAAAAAAAAMIAIBCQAAAAAwUAEACQAAA3IBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIADBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ACwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AKIpYAADxGAD/QfF0YBL3dAQAAAAtAQAACAAAADIKgAFOCwEAAAApAAgAAAAyCoABrAoBAAAAMQAIAAAAMgqAAdQIAQAAAH0ACAAAADIKgAEPBwEAAAAsAAkAAAAyCoABswIEAAAAbWF4ewgAAAAyCoABzAEBAAAANQAIAAAAMgqAAXIBAQAAACwACAAAADIKgAG4AAEAAAAwAAgAAAAyCoABNAABAAAAKAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACIxYAADxGAD/QfF0YBL3dAQAAAAtAQEABAAAAPABAAAIAAAAMgrgAUcIAQAAADIACAAAADIK4AGBBgEAAAAxABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB0VhJmp2AS93RojVgAAPEYAP9B8XRgEvd0BAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABugkBAAAALQAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACIxYAADxGAD/QfF0YBL3dAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAaIHAQAAAHMACAAAADIKgAH1BQEAAABzAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAHRWEmanAAAKAC4AigEAAAAAkPIYAMTq73QEAAAALQEAAAQAAADwAQEAAwAAAAAA) друг от друга); ![](data:image/x-wmf;base64,183GmgAAAAAAAAABoAEDCQAAAACyXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEAARIAAAAmBg8AGgD/////AAAQAAAAwP///xcAAADAAAAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESAHlI/HZAkf92QApm7wQAAAAtAQAACAAAADIKQAErAAEAAAB0eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAABACmbvAAAKADgAigEAAAAA/////zDzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) — количество перестановок (вычисляется как число соответствующих символов, расположенных в различном порядке, деленное на 2); ![](data:image/x-wmf;base64,183GmgAAAAAAAEADIAIBCQAAAABwXwEACQAAAwUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AiIxYAADxGAD/QfF0YBL3dAQAAAAtAQAACAAAADIK4AGJAgEAAAAyeQgAAAAyCuABygABAAAAMQAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4ACIxYAADxGAD/QfF0YBL3dAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAVYBAQAAACwAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAGiNWAAA8RgA/0HxdGAS93QEAAAALQEAAAQAAADwAQEACAAAADIKgAHmAQEAAABzeQgAAAAyCoABQAABAAAAcwAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQB0wxNmagAACgAuAIoBAQAAAJDyGADE6u90BAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) — длины сравниваемых строк; ![](data:image/x-wmf;base64,183GmgAAAAAAAOAAwAEGCQAAAAA3XwEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHgABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AKIpYAADxGAD/QfF0YBL3dAQAAAAtAQAACAAAADIKYAEuAAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAAVFGbGAAAKAC4AigH/////kPIYAMTq73QEAAAALQEBAAQAAADwAQAAAwAAAAAA) — число общих начальных символов (не больше 4‑х); ![](data:image/x-wmf;base64,183GmgAAAAAAAIABoAECCQAAAAAzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AiIxYAADxGAD/QfF0YBL3dAQAAAAtAQAACAAAADIKAAFqAAEAAABwAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAD3E2YZAAAKAC4AigH/////kPIYAMTq73QEAAAALQEBAAQAAADwAQAAAwAAAAAA) —масштабный коэффициент.

## Winnowing

Суть данного метода состоит в том, чтобы сравнивать не тексты документов, а набор значений хеш-функций, характеризующих эти документов. Данный метод напоминает метод шинглов, но главное отличие Winnowing заключается в том, что для описания исходного документа используется не весь набор значений хеш-функций (как в методе шинглов), из которых состоит текст, а только его малая часть.

Логически можно разделить рассматриваемый метод на два этапа: предварительный и основной.

На предварительном этапе из документа удаляются все неинформативные признаки: местоимения, предлоги, союзы и т. д. Далее рассматриваемый документ преобразуется в одну строку путем удаления пробелов:

*A do run run run, a do run run*

*Adorunrunrunadorunrun*

На основном этапе преобразованный документ разбивается на k‑граммы, где параметр *k* задаетсяпользователем. Для примера разобьем преобразованный выше текст на 5-грамм. В результате получим:

*adoru dorun orunr runru unrun nrunr runru*

*unrun nruna runad unado nador adoru dorun*

*orunr runru unrun*

Затем для каждой *i*‑й *k*-граммы вычисляется хэш-фунция. Ниже приведен пример хэшированных k-грамм:

*77 74 42 17 98 50 17 98 8 88 67 39 77 74 42*

*17 98*

Далее набор хэшей *k*-грамм разбивается на т. н. окна размером . t —шумовой порог, т.е. минимальная длина подстроки, при которой общие подстроки не игнорируются. Ниже приведен пример разбиения на «окна» длиной 4:

(77, 74, 42, 17) (74, 42, 17, 98)

(42, 17, 98, 50) (17, 98, 50, 17)

(98, 50, 17, 98) (50, 17, 98, 8)

(17, 98, 8, 88) (98, 8, 88, 67)

( 8, 88, 67, 39) (88, 67, 39, 77)

(67, 39, 77, 74) (39, 77, 74, 42)

(77, 74, 42, 17) (74, 42, 17, 98)

Из каждого j‑го окна выбирается минимальное значение хэш-функции. Если в соседних окнах минимальные значения хэшей одинаковы, в результирующий набор попадает только одно значение. Получаем:

17 8 39 17

На заключительном этапе осуществляется сравнение полученных наборов значений хэш-функции каждого документа. В рамах данной работы сравнение осуществлялось при помощи коэффициента ассоциативности Джаккарда.

Данный алгоритм обладает высокой скоростью работы и гарантирует, что если у двух сравниваемых текстовых документов есть общая подстрока длиной не менее *t*, она будет найдена.

**Примечание.** В примере, где показано разбиение на k-граммы, в качестве синтаксической единицы используется буква, но в проводимых исследованиях в качестве синтаксической единицы используется слово.

## Расстояние Левенштейна

Расстояние Левенштейна относится к т. н. редакционным расстояниям. Считается, что в текст могут вноситься элементарные правки — удаление, вставка и замена слов, — и подсчитывается количество таких правок, необходимое для преобразования одного текста в другой. Если тексты одинаковы, требуется 0 правок. Чтобы привести расстояние Левенштейна к значению от 0 до 1, где 1 означает одинаковые тексты, из 1 вычитается отношение количества правок к суммарному числу слов в текстах. Это соответствует отнесению количества слов, которые не потребовалось править, к их суммарному количеству. Расстояние Левенштейна может быть вычислено очень быстро и часто применяется на практике.

# Показатели качества работы методов выявления нечетких дубликатов

Для оценки качества работы методов применяются различные оценки, основанные на анализе результатов работы системы. При этом «идеальным» алгоритмом считается тот, для которого выводы, сделанные системой, согласуются с мнением экспертов-оценщиков. Существуют следующие метрики оценки качества:

* полнота (recall);
* точность (precision);
* аккуратность (accuracy);
* F-мера.

Эти метрики основаны на матрице классификации, представленной в таблице 1:

Таблица 1 — Матрица классификации

|  |  |  |
| --- | --- | --- |
|  | Является дубликатом | Не является дубликатом |
| Найдено методом | a | b |
| Не найдено методом | c | d |

Здесь а — количество документов, найденных системой и являющихся дубликатами с точки зрения экспертов; b — количество документов, найденных системой, но не являющиеся дубликатами с точки зрения экспертов; c — количество дубликатов, не найденных системой; d — количество документов, которые являются оригинальными и метод расценил их как оригинальные.

## Полнота

Полнота (recall) вычисляется как отношение найденных дубликатов к их общему количеству:
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Полнота характеризует способность метода находить дубликаты, но не учитывает количество документов, не являющихся дубликатами, выдаваемых пользователю. Например, если полнота равна 50 %, это значит, что половина дубликатов не найдена.

## Точность

Точность (precision) вычисляется как отношение найденных дубликатов к общему количеству найденных документов:
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Точность характеризует способность системы выдавать в списке результатов только дубликаты. Например, если точность равна 50 %, это значит, что среди документов половина — дубликаты, а половина — нет.

## Аккуратность

Аккуратность (accuracy) вычисляется как отношение правильно принятых системой решений к общему числу решений. Формально:

![](data:image/x-wmf;base64,183GmgAAAAAAAMARgAQACQAAAABRSwEACQAAAz4CAAAEALMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKABMAREwAAACYGDwAcAP////8AAAAAEAAAAMD///+v////gBEAAC8EAAALAAAAJgYPAAwATWF0aFR5cGUAAOAACAAAAPoCAAAWAAAAAAAAAgQAAAAtAQAABQAAABQCUAK8CAUAAAATAlACchEFAAAACQIAAAACBQAAABQCqAFNCxwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD42BIAeUh8dkCRf3ZNE2Z8BAAAAC0BAQAKAAAAMgoAAAAAAgAAAGFkkQKAAwUAAAAUAsACXAAcAAAA+wJA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A+NgSAHlIfHZAkX92TRNmfAQAAAAtAQIABAAAAPABAQATAAAAMgoAAAAACAAAAEFjY3VyYWN5EQHEAMQA4ACvAOAAxACAAwUAAAAUAhwE2AgcAAAA+wJA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A+NgSAHlIfHZAkX92TRNmfAQAAAAtAQEABAAAAPABAgANAAAAMgoAAAAABAAAAGFiY2SDAoMCdQKAAwUAAAAUAqgBiwwcAAAA+wJA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdpkRCnjooR4A+NgSAHlIfHZAkX92TRNmfAQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAACtkgAMFAAAAFALAAl0HCQAAADIKAAAAAAEAAAA9ZIADBQAAABQCHAQWCgwAAAAyCgAAAAADAAAAKysrbHwCbgKAA7MAAAAmBg8AWwFBcHBzTUZDQwEANAEAADQBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGAERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAgEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0EAAgCDYwACAINjAAIAg3UAAgCDcgACAINhAAIAg2MAAgCDeQACBIY9AD0DAAsAAAEAAgCDYQACBIYrACsCAINkAAABAAIAg2EAAgSGKwArAgCDYgACBIYrACsCAINjAAIEhisAKwIAg2QAAAAAAP8LAAAAJgYPAAwA/////wEATgAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAABNE2Z8AAAKADgAigEAAAAA/////0jjEgAEAAAALQEDAAQAAADwAQIAAwAAAAAA)

## F-мера

F-мера используется для того, чтобы объединить точность и полноту в одной усреднённой величине. F-мера вычисляется по формуле:

![ F = \frac{1}{\alpha\frac{1}{P} + (1-\alpha)\frac{1}{R}}, \qquad \alpha \in [0,1]. ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAS0AAAAwBAMAAAC28jEsAAAAMFBMVEX///+enp5QUFAEBATMzMzm5uZ0dHSKioq2trYwMDAWFhZAQEAMDAwiIiJiYmIAAAAqydbGAAAAAXRSTlMAQObYZgAAA/dJREFUWAntWM9LFHEUf7rfcXfT3fVcEB4qiC4a3aIYaCMs0I26mIJ7yvAge+0S8w+UIlau0g/6cVmxNoMKBfPSoYvMQegQ4ZAUiKQe1IyV7H1/zcjMdzbHnKXDvsO87/e9z/f7Pvu+b+bNLMBeRCvuZVX4ay6a4cfYQ4SOyf+TF8SrvAIdZzVfgdJVra9g6armq5qvgBkIBK99XzoaaEFZsLup9X7g8B9bU1MvB8ouDdVpApn+KiN04uAun8R+AtQVpaPy2oSuTFQ0XDLu8EquAxCr8nxkRBOOA7SwmTa6g1eiGUDLSVTldHSk8IRGM2EW4LOI+wC1OMfUAOjEwHllhYwZPKAJWEgjIvgOXv0WZIW1AopML/EoXYaIZhLk9VpMdvBaMWIWs04WqIgKFLh9VwczyWKS7npfbu3Ha37qkSExoWuyBmT9Ag0zI2P58ToDtRJi6+1/FHsj9yBhgrZpoTU2l06nz1O3Dy/yG+qouzLSnQXYoDd/7GM+n79Hg5qwoar7uk3qpKKqr7jOXEEuQ+XA/QZoJQaw65g9J8bEIqfu481l9oku6B6v5rEIQ4bpW6f8/NTereM5MsCwhO14rgI4vCIDEqDSEd1jPeKxCMMNrhkvclaNSuSgrSVGfdd0gcA+pGMfOmfROed1xYL6+dNZavARL69kI7aHogpezxPGeW2pELhy+nrupkV95IVOFa0v8gb7dvsMjk9sT2TweY+8/iJeXq24Qv0/gMYzz3jt4l5y+hDnkJVURB+SU6V2eMmymgPw+x/gFduC84oqt1MZTWHMSWcwXgm+jDxG7fNde5tBOK/LHL6Lq+ClNUrsnnglm3C5D68I25nzsth4NxfBizUnhi/HS7TXmpW3cmuRL7yhFLwuLRfRnKA/+XCJIgKI33u0cgu7vdpewYsVnDtfNc9hCfDetmx0SAOnvdoBBK9UBi1uXu06tF/NQW2TjQ5pYLdXZ3/Ji1o4L4KdN52mPL/gg/wOQLLowMMZifbK3ipWKZFC4WmhMI6jFA3IebVi583nLXxYYuNN9TBeKbaEYkIRp73a28t8Kc4xhh2vG3MV/jk67dXNq8FAi6u+tDXkhfb6LPpCFdlek6XlKRFI5Cuew7mLF3wCstBowAEDfSvTixQSjsj2SlahIctDCF70C9jzP0Dn957oQwD2XG0HwGMNWepMiGR5DMFLm+FT1fUQNfbKFywVYr9scYt+DDOJC/1OaIUaorZBwEVhS+RYX6MrRodr7kxjeMQAJ/ueOaawRlgsbolm3RY5ZxnFipyQhvB0r2Jr8brs9XyjJqzIUa9rvy2DgTfE4ppl7++BVwZY0PbLCICmULIyDIu+Gd39Zn8AqJRORsflGNoAAAAASUVORK5CYII=)

При ![](data:image/x-wmf;base64,183GmgAAAAAAAOAD4AEBCQAAAAAQXAEACQAAA4wBAAACAIMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAeADEwAAACYGDwAcAP////8AAAAAEAAAAMD////X////oAMAALcBAAALAAAAJgYPAAwATWF0aFR5cGUAADAABQAAAAkCAAAAAgUAAAAUAoAB6QIcAAAA+wJA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A+NgSAHlIfHZAkX922g5mlgQAAAAtAQAACQAAADIKAAAAAAEAAAAxeYADBQAAABQCgAEWABwAAAD7AkD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAB2ehAKiuChHgD42BIAeUh8dkCRf3baDmaWBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYXmAAwUAAAAUAoABwgEcAAAA+wJA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdj4SCk+goR4A+NgSAHlIfHZAkX922g5mlgQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD15gAODAAAAJgYPAPwAQXBwc01GQ0MBANUAAADVAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgBEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghT0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQIBAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBISxA2ECBIY9AD0CAIgxAAAACwAAACYGDwAMAP////8BAE4AAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQCW2g5mlgAACgA4AIoBAAAAAAEAAABI4xIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) F-мера придает одинаковый вес точности и полноте и называется сбалансированной, или ![](data:image/x-wmf;base64,183GmgAAAAAAAMABYAICCQAAAACzXQEACQAAA10BAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsABEwAAACYGDwAcAP////8AAAAAEAAAAMD///+3////gAEAABcCAAALAAAAJgYPAAwATWF0aFR5cGUAAGAABQAAAAkCAAAAAgUAAAAUAhQCGQEcAAAA+wL9/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4A+NgSAHlIfHZAkX92lRFmBQQAAAAtAQAACQAAADIKAAAAAAEAAAAxeQYCBQAAABQCoAFHABwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD42BIAeUh8dkCRf3aVEWYFBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAARnmAA4YAAAAmBg8AAQFBcHBzTUZDQwEA2gAAANoAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGAERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAgEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0YAAwAbAAALAQACAIgxAAABAQAAAAALAAAAJgYPAAwA/////wEATgAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAWVEWYFAAAKADgAigEAAAAAAAAAAEjjEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)-мерой (в нижнем индексе принято указывать величину). Выражение для неё упрощается:

![](data:image/x-wmf;base64,183GmgAAAAAAAOAHYAQBCQAAAACQXQEACQAAA3ACAAAEAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgBOAHEwAAACYGDwAcAP////8AAAAAEAAAAMD///+v////oAcAAA8EAAALAAAAJgYPAAwATWF0aFR5cGUAANAACAAAAPoCAAAWAAAAAAAAAgQAAAAtAQAABQAAABQCUAJuAwUAAAATAlAClQcFAAAACQIAAAACBQAAABQCNAMZARwAAAD7Av3+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD42BIAeUh8dkCRf3bqEmYFBAAAAC0BAQAJAAAAMgoAAAAAAQAAADF5BgIFAAAAFAKoAfYDHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAPjYEgB5SHx2QJF/duoSZgUEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAAAyeYADBQAAABQCqAHrBBwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD42BIAeUh8dkCRf3bqEmYFBAAAAC0BAQAEAAAA8AECAAoAAAAyCgAAAAACAAAAUFIRAYADBQAAABQCwAJHABwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD42BIAeUh8dkCRf3bqEmYFBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAARlKAAwUAAAAUAhwEmAMcAAAA+wJA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A+NgSAHlIfHZAkX926hJmBQQAAAAtAQEABAAAAPABAgAKAAAAMgoAAAAAAgAAAFBS0AKAAwUAAAAUAsACDwIcAAAA+wJA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdkkSCv/ooSoA+NgSAHlIfHZAkX926hJmBQQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAD1SgAMFAAAAFAIcBAcFCQAAADIKAAAAAAEAAAArUoADnwAAACYGDwAzAUFwcHNNRkNDAQAMAQAADAEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYARFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAECAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDRgADABsAAAsBAAIAiDEAAAEBAAoCBIY9AD0DAAsAAAEAAgCIMgACAINQAAIAg1IAAAEAAgCDUAACBIYrACsCAINSAAAAAAAACwAAACYGDwAMAP////8BAE4AAAAAAAgAAAD6AgAAAAAAAAAAAAAEAAAALQEBABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAA6hJmBQAACgA4AIoBAAAAAP////9I4xIABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)

F-мера при исследованиях используется как единая метрика, по которой возможно делать вывод о качестве работы метода.