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# Introduction

# Fitness Functions

Our program offers the user a choice of two fitness functions. The default option is an implementation of the function outlined in the project specification. The second option is an implementation of the AngGA fitness measure (Toosi, et al., 2016).

## Default Function

The default fitness function calculates the total combined lengths of all edges for a given node ordering. The lower the value, the higher the fitness. Therefore, we are aiming to minimise this value.

To calculate the fitness cost of a layout, we must add the lengths of every edge produced by the individual. To do this we iterate through the individual, using nested loops, to find every possible pair of nodes. Using the node numbers as indices, we check the relevant location in the adjacency matrix to see if an edge joins these two nodes. If the nodes are connected, we calculate the distance of the edge and add it to the total, which is returned at the end of the function. This total starts as zero(0.0) and is a double precision floating-point value.

Before calculating the distance between the nodes, we must first calculate their cartesian coordinates. We do this in the same way as the *GraphVisualization* class provided in the specification*.* These values are then used with the basic formula for the length of a line:

When the function has finished iterating through the individual, and has calculated the length of all the edges, this value is returned as the fitness cost for the graph layout of that individual.

## AngGA Function

The user may also choose to use the AngGA based fitness function. This is a more complex function that involves calculating all edge lengths, all of the inside angles between edges, and the betweenness centrality of each node. The lower the value returned by the AngGA algorithm, the higher the fitness. The fitness cost for an ordering of nodes, *O*, is given by the following equation:

This equation is for a graph, , with set of vertices  {}, and a set of edges . The angle between edges and is represented by , while and represent the betweenness centralities of and respectively. The lengths of edges and are represented by and .

The betweenness centrality for each node of the graph must be calculated before this fitness function can be used. If the user chooses to use this function, we calculate these values and store them in a static array. To do this, we created a driver function, *getBetweenessCentralities*, and a helper function, *populatePaths*. The betweenness centrality of a graph node, , is the number of shortest paths in the graph that pass through .

In these functions, we first iterate through the upper half of the adjacency matrix, examining all possible pairs of nodes. We can ignore the bottom half as the matrix is symmetric. If two nodes are directly connected, we continue the loop, as the path between them will consist of only one edge and no other nodes. If the nodes are not directly connected, we call our helper function. Before we call the helper function, we store all the possible branches from the starting node. We add all of the nodes in these branches in an array representing a combined open and closed list. This is then passed, along with all our starting branches, to the helper function. This function uses depth-first search to find paths between the current pair of nodes. This is why the open and closed lists are necessary.

In the helper function, we use depth-first search to follow all of the initial branches, which have been passed to us by the driver function. We follow each path until the target node is reached. We make sure all paths have been followed to same depth, to be certain no shortest path has been missed. It is also important to add a new path when branch points are met. Those paths that do not reach the target node are removed from the list. All paths that are not in the set of shortest paths are also removed. We calculate how many times each node appears in these paths. We then divide these values by the number of shortest paths we have found. These final values are added to the relevant locations in our static betweenness centrality array. The helper function then clears the open and closed list and returns control to the driver function, which continues its iteration through all pairs of nodes.

Once all the betweenness centralities have been worked out, they can be used in the fitness cost calculation. The fitness function iterates through each inside angle formed by edges in the graph. It calculates the size of the angle and the lengths of the edges which form it. These values are then filled into the AngGA equation, given above. The value given by the AngGA equation is added to the return value of the fitness function. This value starts as zero(0.0) and is a double precision floating-point number

# Evaluation

To evaluate our two fitness functions, we compared them in respect to two aspects. We first designed tests to compare how effective and efficient they were in reducing edge crossings in the given graph. Then we analysed the program code and compared the function runtimes asymptotically.

## Effectiveness & Efficiency

Our group created a set of tests designed to analyse the effects of each of the input parameters on the effectiveness of the program. To achieve this, we first decided on base values for each of the inputs. Each test would alter a chosen parameter, while the other three would remain at their base values. The program would be run twenty times with these input values; ten times using the default fitness function, and ten times using our AngGA implementation. Table 1 shows the results using the base values. This includes the average number of edge-crossings produced by the fittest individual of the final generation for each function, as well as the lowest number of crossings and the highest number crossings. Table 2 shows the results for the rest of the tests, each of which aim to measure the effect of a particular input parameter. The base values we chose for the input parameters are:

After the tests were complete, the default algorithm had produced a best result of one edge-crossing, while AngGA had a best result of two crossings. We continued adjust the input values, with the aim of finding a solution. However, we could not find a complete solution. One was the lowest number of crossings our program could achieve. Table 3 shows the number of generations required to achieve this result for both fitness functions, as well as the other input parameters used.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Input Values | | | | Edge-Crossings: Default | | | Edge-Crossings: AngGA | | |
|  |  |  |  | Mean | Lowest | Highest | Mean | Lowest | Highest |
|  |  |  |  |  |  |  |  |  |  |

Table : Results from Base Values

## Asymptotic Comparison

While the input file given is quite small, it is important to consider how our two fitness functions would perform when working on large datasets. There is an order of magnitude in the difference between the two functions. The default function has running time in the order of , while AngGA is in the order of .

The default function uses nested for loops, and the body of this loop is constant time. The inner loop does not begin at zero, rather it starts at the outer loop index plus one. This means that on its first iteration, the inner loop will run times, then times and so on. This means the loop runs a number of times equal to the sum of the first numbers. This can be visualized as follows:

Using Gauss’ formula this evaluates to . Removing the lower order terms leaves us with .

The AngGA function is similar to the default, as the body of the loop is constant time. However, the loops with runtime are inside another loop, which iterates times. Multiplying these together gives us . Removing the lower order terms leaves us with . It is also worth noting that to use the AngGA function we must first calculate betweenness centralities. The function to do this is called only once, and also has runtime .

# Conclusion

The default fitness function outperformed the AngGA implementation in each test and required fewer generations to reach a result with only one edge-crossing. Our results suggest that there is also a slight difference between the two functions, in regard to how they are affected by the input parameters. Increasing the number of generations appears to have a more positive effect on the default function’s results than increasing the population size. However, the opposite is true for the AngGA implementation.

Two important factors must be noted. The first is that we chose somewhat small input parameters to test our fitness functions. This is because at higher values the average number of edge-crossings became so low that there were no significant, observable differences between the different tests. The second factor to be considered is the importance of the initial population, . The fitness of this generation was a far greater factor than any of the input parameters, particularly on small to medium values of or . Table 1 shows that a one edge-crossing result was found with the base input parameters. Table 3 shows that this result can be achieved with as few as X generations. As the generation of individuals in is random, this can skew results.