In the field of machine learning, the goal of statistical classification is to use an object's characteristics to identify which class (or group) it belongs to. A linear classifier achieves this by making a classification decision based on the value of a linear combination of the characteristics. An object's characteristics are also known as feature values and are typically presented to the machine in a vector called a feature vector.

The perceptron is an algorithm for supervised classification of an input into one of several possible non-binary outputs. It is a type of linear classifier, i.e. a classification algorithm that makes its predictions based on a linear predictor function combining a set of weights with the feature vector. The algorithm allows for online learning, in that it processes elements in the training set one at a time.

The perceptron is a binary classifier which maps its input ![x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAJBAMAAAAWSsseAAAAKlBMVEX///+2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAB0V3M+AAAAAXRSTlMAQObYZgAAAD1JREFUCB1jYDi9kmsHAwP7Brb02AIGLgYWAx4gj4FXgQEEdMEkgwmI4mHwZCgFCh10ZljAwHByd+XuAgYAN6kKyuPaHRMAAAAASUVORK5CYII=) (a real-valued vector) to an output value ![f(x)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAAVBAMAAAA+1EraAAAAMFBMVEX///+KiorMzMyenp4WFhZAQEAMDAx0dHQiIiIwMDDm5uYEBARiYmJQUFC2trYAAABp0Wq0AAAAAXRSTlMAQObYZgAAAPhJREFUGBl1jrFOwmAUhT+aFiipVh+A2IWwGVYTiJMbGFY3n8CwCIGBgCMTCTG6WQedjSMJCQthYWDwAfoCogmbk+env27c5Nx77tdz28LeCqL0UT8dnys4tmE/3pnpI87YotTkrmP8xCImxnhKuH+EM+OyLbj9R6Fc8HSfMJQpL4Ku8hXZL+kSCq386ERv1Q1taao07tqBg7XWK+lbKUJzEzTV6tKPxLlpO7SVeTfbh2neHByTuNHkgmfwjyDzJvSgs9MGSmQTfWIspF8tdV46sZA2V0lepbSKsAljea9iCXcwq5mlMLDosAlLSVW1yLdTIxOpqXrwC4qqLC3QeSycAAAAAElFTkSuQmCC) (a single binary value):

![
f(x) = \begin{cases}1 & \text{if }w \cdot x + b > 0\\0 & \text{otherwise}\end{cases}
](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOoAAAA8BAMAAACa3TtPAAAAMFBMVEX///+KiorMzMyenp4WFhZAQEAMDAx0dHQiIiIwMDDm5uYEBARiYmJQUFC2trYAAABp0Wq0AAAAAXRSTlMAQObYZgAABU5JREFUWAnlV11oHFUU/nZ2N5udzk4iKPZFMi+19kGziC9iqyukWGyjq1RX24fGggQ1NPvSLoYg4y9aCA2oWLDQiWAkQkmrlkKxZYuxaSDVLQSFUugKtpAHTaxtYtM08dw7c8fZyezssDvGBw/knnO+OfN9uXdm7t4DBLG1RpCqkGuSiyETBqI7kA5UFm6R8ke4fMHY2jPB6sKtutwaLl8wtl4tWF24VcsG45OzDtboaeB8zgFUC6UDzttYlZw7X624Al/m2VXdAap7kNBfdABVwxb342nSIoNVqx0XuOrIlO6AKIwVK/Mq2YzBLsgaG7lNALRQtc2ca1KvrGzKV+buzCo/y3H5g7K43glsE7Gf91CVHkRA1XdNZulg2ZKYBz7yUxPXPFQ3zKs7N7PJShNl7JbtJZP6s+PWU9PN2xfHd/BAeiHNvUxbzvPmJf/RQxUnrLmmUll1Ft2C4Au8P7RgJjp36m3Qg2QmT7UyJ5HqThbUMi/Vbkv10VhRyeA7QVFEJzQz0blTutBm5sAYXxxS/VQgft5PFe1acwl9dPtolgYDfwomnQfJLH4USORritgKvycQP++rOoaWNNgkhkuMIzrLmbZ3dHzT0aEDa/L2uxPpNNg1epveYb6W+aoOoN3gqiZLKiPYdB6MlmH9OCe2GRxp4Muh98f6cl6i5xbVOB8NWiwrt5qJzl0LIkd5oDxhwjgHLFmhr7PmmnEW9aCpyPNDuGwkeERD9NqvJcVKdO5j2nCZBUce5ykNw1pCF7GimdEbAnB4rpo6fPPiP9j0rR92HddYPjK5PpcXF6RcX469Wcx0Pkq5Z5lX3+YZGyRr9/9tErjDQpOGFTicOVcHECjUa1SdPAhp0KqxA8c99akKRgeRM0x0GUiWBfKhCGwvX7fDEIM4/Vcxm+9hOxKBekNEYXr2Cey1CVvsSAQpe7sRSAheOfxxGW8S0frvlddp1mk356juRsLIZ4jkKdog88372+gJ08wR72C2xWTfqpk+3HEf0Z0EFMRKEpAqudjjX7mAcFJ26JqlubJtnMSzLtYthgsIJ2WnmAVG9RgbVqi+zNDwjb2ifBWnGHe8yAbHc03uZnDYJrF57qH9EZsxBCRb3QJbDTcSQs5/iT6h9X2gE0WgqezmbNfdSAh5apBIaJdYV/i8YJDqCsp4oJ/DFbf5AzG2pMN2zT12JILITRGF539vMYgsnhaMb4nA9vIcC6s0RdNsV3Mb67387dQmdl3WrSo1awUOx3/pvJqiz+gdpMPXCqPeq4aNmzIbrbKkRzlX9WqKfqFi+wDucWNNKKKZJX0elVzV62h3gYobUvUQsyGu6tEUJehA7alKvVfjxlTdTdH9hYu466/nDHTfPWEg+vMlPLS0N7vv+rrlUtvihnls7J/kaP3qTNXVFKlP4l4DbK6vaNRUrEW8hNtDXdISxpBI4wQdvzaZaN2yQtXRFNH5g8S4KpQuHAM1dsdJoBNthkLLHs3QLydHG1J1NUUzGhJHuWoPqaqLhcIgNZfAWZwr0pm8G689AxNtSNXVFLWR6oKtGrnGuI/RX3u5kKFXqRtHek+baGOqlV8OzVWZJdU8+Fz5eY6pxi58ea1Iqqohb1cbO+XxL6eyKaIGMcnWtMhVcQoUMVXlWwzkSTWSxxoTbWyuzqaI2qhXcdXAgJo2VR/RpDxfb3ketPjoiXRhBBxtTFU0RRbLlckdwH2XcGWu9NONsnSogOk5QrAfzcD0rTP99D0ztH7jK1z/7XXe+X9S7TXqXKSGbttF38Lq279ySKw5jTjb5Vffni6vvib1A//NZO80wp3s3zbtX2gfC3cKAAAAAElFTkSuQmCC)

Where ![w](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAJBAMAAADwYwBaAAAAMFBMVEX///+KiooiIiIWFhaenp50dHRAQEBQUFAEBATm5uYMDAy2trYwMDBiYmLMzMwAAAA9VNXdAAAAAXRSTlMAQObYZgAAAFBJREFUCB1j4LuzgWEdZzcDO3sC9weGpQzezBd4DRiuMDC8f8BUwBDJwHCZgd+BIYCBQZ3h/QQQvZBBnoHlAQPDWYb6CawMDAxz7j5NDWAAAM7LE7Svd/U9AAAAAElFTkSuQmCC) is a vector of real-valued weights, ![w \cdot x](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACcAAAAJBAMAAABDKyhAAAAAMFBMVEX///+KiooiIiIWFhaenp50dHRAQEBQUFAEBATm5uYMDAy2trYwMDBiYmLMzMwAAAA9VNXdAAAAAXRSTlMAQObYZgAAAIxJREFUCB1j4LuzgWEdZzcDFDy9xhvDwMDOnsD9gWEpVIwzgElTfgKDN/MFXgOGK1BBXgbmAj4g+/0DpgKGSAYGzm9ADicDvwNI/jKIDgDyl4N4DP5gUp3h/QSQIBQUg+mFDPIMLA+gQnwMZgwTgeyzDPUTWKFiDP6vzRkuADlz7j5Nhet+FjotdAIDAMiFIC5/xtVzAAAAAElFTkSuQmCC) is the dot product (which here computes a weighted sum), and ![b](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAOBAMAAAAPuiubAAAALVBMVEX///8WFhYEBAQwMDBQUFB0dHQMDAxiYmLm5ua2traKiopAQEAiIiLMzMwAAAA0x8OSAAAAAXRSTlMAQObYZgAAAFFJREFUCB1j4D23gQEI+BaAyHkNILIMRDCcBpPPS3cwMHA+YShmYGBPYFjHwMC8gaGOgYEpgMGQgaFvAsNzoFYGLgUGBsYLbRMYGHi37mVgAACXrBB5AVvBigAAAABJRU5ErkJggg==) is the 'bias', a constant term that does not depend on any input value.

The perceptron learning algorithm does not terminate if the learning set is not linearly separable. If the vectors are not linearly separable learning will never reach a point where all vectors are classified properly. The most famous example of the perceptron's inability to solve problems with linearly non separable vectors is the Boolean exclusive-or problem.

**Definitions**

We first define some variables:

* ![y = f(\mathbf{z}) \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEgAAAAVBAMAAAAX07VdAAAAMFBMVEX///8EBAQiIiIWFhbm5uYMDAyenp6KiopQUFB0dHRAQEC2trYwMDBiYmLMzMwAAACBKDySAAAAAXRSTlMAQObYZgAAAVdJREFUKBWlUD1Lw1AUPSb9SkxSh4JOpuDgWhRUKmIc3Lu7dBRE7ObawcHRxcWpq6DQRRAVGkSRiqDgomIhP0CwUq2DiJ6XvLapNJMXeu/5yr2PAv8r0/O/16pRa44bwKY0L6JCmXNYrjRfIkJawYHROWMUB6d0F1A7VoJkUMV3gL2u0YT1XMV+lwfAvL2uYhIYat3YOWAGKb2CT3r6tKipIFXjmAfSpcQPX1bHWvxu+D2wen2XMMNNWPom2gZePbPQswN0wNEENCzyGp6AeyiVwOr1BUKx3nxz2Bma42mivje1KYzzV2uDVw6BUdQc8nBZYssKELPLMYaugFlchgMCJ0fY6oDSgpHz42eN/N9QyqXCP3PjY8LOQlwEvkQLl1oiW+4oyTKUssmNfXWadsj1ohQVD6p3JKRwja0KFstK7YSPfNiSpDseKz5cl4Ir58CR9HxZc/ALNphJO14fpiwAAAAASUVORK5CYII=) Denotes the *output* from the perceptron for an input vector![\mathbf{z}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJBAMAAAASvxsjAAAAKlBMVEX///8iIiJQUFAMDAx0dHRiYmLm5ua2traenp6KioowMDAWFhYEBAQAAADFvGnWAAAAAXRSTlMAQObYZgAAAD5JREFUCB1j4Lm96uwGBt4JHHcLGHgYcq4yMLAw7N3AwMDAeicBSNbeYDBgYDurwGbAwHibgWsDQ+9l6bMCALtUD5ze653bAAAAAElFTkSuQmCC).
* ![b \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAOBAMAAAAPuiubAAAALVBMVEX///8WFhYEBAQwMDBQUFB0dHQMDAxiYmLm5ua2traKiopAQEAiIiLMzMwAAAA0x8OSAAAAAXRSTlMAQObYZgAAAFFJREFUCB1j4D23gQEI+BaAyHkNILIMRDCcBpPPS3cwMHA+YShmYGBPYFjHwMC8gaGOgYEpgMGQgaFvAsNzoFYGLgUGBsYLbRMYGHi37mVgAACXrBB5AVvBigAAAABJRU5ErkJggg==) Is the *bias* term, which in the example below we take to be 0.
* ![D = \{(\mathbf{x}_1,d_1),\dots,(\mathbf{x}_s,d_s)\} \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOUAAAAVBAMAAABLdTQ8AAAAMFBMVEX///8WFhZQUFDm5uZiYmIEBATMzMyKioq2traenp4wMDBAQEAMDAwiIiJ0dHQAAADldJVIAAAAAXRSTlMAQObYZgAAAzpJREFUSA3NVDtoU2EUPsltb5Kb9iZKF3HotaiLoB3MIFgaROrgVAShCDYIHXxA0g66SAmuIkRwEBcjDj5QSaGDWpCAiw/QTAVdekGlLmqxttJa0e+c/75zU1cP/Of/znf+757/eYn+Izv1GJMZ6TShz50Sm4jMKlF6rxJ+2Zh7+i76jfQYmFQlShPtWmLOGGzPOEyMKDkuudvwmeMC0z+JJooCfWe0gM/4sYeSeYZ63SOiIE60QwZJZrvArmWURwtZbx3h3RClgoQl/T0Vxfg40VYZZ9TQvRfY20T3Q6DvpKYsyecE5VhIdEN8nIsTrcnATB2dqtndADwhrO+4psmJqN1URC7Ku3GcKLOkstypmuUK4LqrcXqu2VuhrrcrtLAy6CUvHVZHQ4max4VBuyi981BejdmGTtX8hk/qv5id2cLWYphooFWJsr/pKvKOpfL6dwUN2+UifbtoksqWGvQI3UOBD+BTuLsh+1Qi6uZi/buf+4lyidTRUNLy2RBqE+mr5NwBGsDIiSoP56M0lhj5doULyZkVVkqA8yp1i/hoOOhqKKbNB0QqZ+TJuQN0FIz+qgrHSxy24IJ2EWvMoVHmT4loSr1k3G48Twk61/REzudyRXLugNScsMGb/DR5f8PnaWFvS+CMBV6yqqmvUcJSQbZI8RYQqQHlGqnnSTQLZoZZo4m6zjo4Vsb3tqcKvAe3yK2prdJwzZYJGBWwceaLUosyZrikrZk0fQGD76DJve2ukzbDGxIyrsl302xRvyU1DyJ6SfsOVKUmPs2E9oZIgBf4oiG9zumeWnL5utbiH98LNK6Z7X89d7990lwTzzs5vqqNb8jSCnmisx+Te2UC1EPEhHYSnyjYqmmjCHxRoY+Y0Z8VB2xttIhcE029T4B245pa0+N572034mAqSLgJEyAgmiwSM2KpPjxIC/AfNemJGg/PZbzN4GA+SACLpdi7Ir1pVkgYkOdoEf+1EtAmNbMt5IfQxK6t26TXAkG6gU1zCYcnOs3IFWlHvjoMyP3TNtFlTrt3mHHEtDEQmWKAdacslAEfIoStsA+JhJEcXB0tdcyNYnpzBOT5mIRQHzolNhGZg5jQLNxfhxrJFfBcHVMAAAAASUVORK5CYII=) is the *training set* of ![s](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAJBAMAAAD9fXAdAAAAKlBMVEX///8wMDBAQEAMDAyenp62trYiIiKKiorMzMwWFhZ0dHRiYmLm5uYAAAAJLMyUAAAAAXRSTlMAQObYZgAAADZJREFUCB1jYDi9agEDwwSeGwzsCQwNDKw3dzAwMFTedWDoYGBLYDBi4FJgkGFgO8DQvWoPAwAZTwu6NrQUMwAAAABJRU5ErkJggg==) samples, where:
  + ![\mathbf{x}_j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAQBAMAAADpKDJvAAAAMFBMVEX///+2traKiop0dHQwMDDMzMxQUFAWFhaenp5AQEDm5uYiIiIEBAQMDAxiYmIAAAChlC7KAAAAAXRSTlMAQObYZgAAAGlJREFUCB1jYICDt/8PcP8/BebO38BRBRFn/xa7AMLiOn8UxJgExP1fQawFQOz9F0QCAduE+RsYGOwSGBisGdi/MXAIfGDI+R+w5v9lLo4CsAKQGqAsBHA3wFj8MAaDOIw1YTKMte8BAwAL0BveNDZrlQAAAABJRU5ErkJggg==) Is the ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAAMFBMVEX///8MDAwWFhYiIiLMzMyenp5QUFC2trZAQEAEBATm5uZ0dHQwMDBiYmKKiooAAAAzevxMAAAAAXRSTlMAQObYZgAAAERJREFUCB1j4LvDt/sUAwM3ZzvDMQaGkPUPGMwYGBjiGRjmAalkBpZfQEqXgU0BSH1nYNxwgYH1AwO/1wYG7gYGtrsMANfkDo13AqZFAAAAAElFTkSuQmCC)-dimensional input vector.
  + ![d_j \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAUBAMAAAB2TKBEAAAAMFBMVEX///8iIiJAQEAMDAx0dHTm5uYwMDDMzMyKiopiYmK2traenp4WFhYEBARQUFAAAABMw5L0AAAAAXRSTlMAQObYZgAAAHxJREFUCB1jYGBg4LsPJMDgDYxxDsb4DWVwfwAzuF7OOwBm9DDUPwAx2L8z8G8AMdgOMOwHUhoM/BMYQMYEMNRvYIAYE1/A+puFwfMBA/MGvq+7uBd8YGBXmfDOgZX7AFAdCPA9AFMMDIxgo4AcfqgAwxooQ0EFypCcwAAAqL8dIxV+9vQAAAAASUVORK5CYII=) Is the desired output value of the perceptron for that input.

We show the values of the nodes as follows:

* ![x_{j,i} \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAPBAMAAAAIf8LVAAAALVBMVEX///8EBAS2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAB9dp22AAAAAXRSTlMAQObYZgAAAI1JREFUCB1jYLizi/skAwxwHGCvyGuA8bgZWB14YRwGDgY+AyCHK4GBgTcAyLADyXCAiAYgdgUxoICXIYqhjYFnC5C76wKD3aUQhg0MRnwMDGw3Exhunek608DQYAqUY4SpZ3ABshCOKGYwYig+AJN8wLCcYXcClMcUwMADk2Dg4jrAwA3nse9mYMgA8gDsOhn/MOr6zgAAAABJRU5ErkJggg==) Is the value of the ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAOBAMAAAD+sXAWAAAALVBMVEX///90dHSKiooiIiIMDAyenp5AQEBQUFAwMDDMzMwEBATm5ua2trZiYmIAAADnl5jsAAAAAXRSTlMAQObYZgAAADVJREFUCB1jYGC4w8DAvYYBGXDeOMDAzp7AEMNygYFh3gYGhmKg7CIGBtYHjAyMBtIM3IYBAOrvCPTwM4IsAAAAAElFTkSuQmCC)th node of the ![j](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAASBAMAAAB7rul7AAAALVBMVEX///8wMDAMDAyKioq2trYWFhbm5uZAQEBiYmLMzMxQUFAiIiJ0dHSenp4AAAA+c5QXAAAAAXRSTlMAQObYZgAAAEtJREFUCB1jYGBg4D0AJBi4F4BIDDCjAijEdmAekORhuAdiM6wGkgwMESCC7QmI5H0AIrk2gEjWBhDJ5wBSaARkzTNQBpKJ7RcYGAA9TgwluVqOuwAAAABJRU5ErkJggg==)th training *input vector*.
* ![x_{j,0} = 1 \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD8AAAAUBAMAAADIGvgZAAAALVBMVEX///8MDAy2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAAj5rTyAAAAAXRSTlMAQObYZgAAANxJREFUKBVjYMAHuvBJAuWYxPEr4JgSjl8BA8N0ohTc2cV9EpdCkAkcB9gr8hqQVHCFggDEdpACbgZWB14keRQm2AQGPgOgIFcCA6+PL4oskANSwMBgByI4GBhYG1hBLGQAUeAKFVJkYAWbheYGXoYohjYGni0MDEcZ2A8gaweyQSbYXQph2MBgxMfAsJWBfQOagqlA/q0zXWcaGBpMQSawoinwfDelAabFhYFBkYER5AYcoJhZgbGBEYckSPgBVwHTGifcCpgCGA7glgWGI9cBoFfwAPbdDGwN2OUBuJAqEbx6ROEAAAAASUVORK5CYII=).

To represent the weights:

* ![w_i \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAMBAMAAABy/puxAAAAMFBMVEX///+KiooiIiIWFhaenp50dHRAQEBQUFAEBATm5uYMDAy2trYwMDBiYmLMzMwAAAA9VNXdAAAAAXRSTlMAQObYZgAAAGtJREFUCB1j4LuzgWEdZzcDELCzJ3B/YFgKYnozX+A1YLgCYjK8f8BUwBDJ8BjIvMzA78AQwMAJZKozvJ8AZILAQgZ5BpYHvHlA5lmG+gmsDHIHgcw5d5+mAuUbgEwIYD0AYzEwucKZvBcZAESpGGRChGr8AAAAAElFTkSuQmCC) Is the ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAOBAMAAAD+sXAWAAAALVBMVEX///90dHSKiooiIiIMDAyenp5AQEBQUFAwMDDMzMwEBATm5ua2trZiYmIAAADnl5jsAAAAAXRSTlMAQObYZgAAADVJREFUCB1jYGC4w8DAvYYBGXDeOMDAzp7AEMNygYFh3gYGhmKg7CIGBtYHjAyMBtIM3IYBAOrvCPTwM4IsAAAAAElFTkSuQmCC)th value in the *weight vector*, to be multiplied by the value of the ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAOBAMAAAD+sXAWAAAALVBMVEX///90dHSKiooiIiIMDAyenp5AQEBQUFAwMDDMzMwEBATm5ua2trZiYmIAAADnl5jsAAAAAXRSTlMAQObYZgAAADVJREFUCB1jYGC4w8DAvYYBGXDeOMDAzp7AEMNygYFh3gYGhmKg7CIGBtYHjAyMBtIM3IYBAOrvCPTwM4IsAAAAAElFTkSuQmCC)th input node.
* Because![x_{j,0} = 1 \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAD8AAAAUBAMAAADIGvgZAAAALVBMVEX///8MDAy2traenp5QUFAWFhaKiooiIiLm5uYwMDBAQEBiYmJ0dHTMzMwAAAAj5rTyAAAAAXRSTlMAQObYZgAAANxJREFUKBVjYMAHuvBJAuWYxPEr4JgSjl8BA8N0ohTc2cV9EpdCkAkcB9gr8hqQVHCFggDEdpACbgZWB14keRQm2AQGPgOgIFcCA6+PL4oskANSwMBgByI4GBhYG1hBLGQAUeAKFVJkYAWbheYGXoYohjYGni0MDEcZ2A8gaweyQSbYXQph2MBgxMfAsJWBfQOagqlA/q0zXWcaGBpMQSawoinwfDelAabFhYFBkYER5AYcoJhZgbGBEYckSPgBVwHTGifcCpgCGA7glgWGI9cBoFfwAPbdDGwN2OUBuJAqEbx6ROEAAAAASUVORK5CYII=), the ![w_0 \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAMBAMAAAB/4Ov2AAAAMFBMVEX///+KiooiIiIWFhaenp50dHRAQEBQUFAEBATm5uYMDAy2trYwMDBiYmLMzMwAAAA9VNXdAAAAAXRSTlMAQObYZgAAAH1JREFUCB1j4LuzgWEdZzcDCLCzJ3B/YFgKZnszX+A1YLgCZjO8f8BUwBDJV1oH5F5m4HdgCGCewAxkqzO8n8AQsIuB2YGBYSGDPAPLg2AGpgAGhrMM9RNYgSqZLjAwzLn7NDWAIZiBGciGgF0MXED1EMA1gQvGZOBOrWYAANLLHEtMdPF+AAAAAElFTkSuQmCC) effectively replaces the bias term.

To show the time-dependence of![\mathbf{w}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAKBAMAAABPkMOvAAAAMFBMVEX///+2trZ0dHQWFhYiIiKenp6KioowMDDm5uZAQEBQUFDMzMwMDAwEBARiYmIAAACv1MKJAAAAAXRSTlMAQObYZgAAAFVJREFUCB1jYICBt/8PnP+zYf1PBo7/G9i/MbAHMDD4L+D6wtADVBB/ged8wzsgg/db5vsFJ4AMri/e/VcLgAzu/wbsf4FqgaoVGP+AaIZYBgYjBgYAWkAbNVrIF10AAAAASUVORK5CYII=), we use:

* ![w_i(t) \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACkAAAAVBAMAAAAp9toTAAAAMFBMVEX///+KiooiIiIWFhaenp50dHRAQEBQUFAEBATm5uYMDAy2trYwMDBiYmLMzMwAAAA9VNXdAAAAAXRSTlMAQObYZgAAAQtJREFUGBmFjz1LA0EURY/ZxGXdnaiVnR9VOt3eZhttEmErIdhso6XkH2grgmwtFlpYCbI/IYKWgYiWCgtinRQ2dt4ZQ8ja+ODOm3tm3nsz8G+Y0l45+HNv2fkor+BmH8JrbJqJqAA/hscZBp6c14NOhe7LLSYSNN8K7oNze7wBu1tHBV6C72fhmFtLt6UXKUppe0MT82rpmdSSfPUelbUeXT5gLPIlmczWaEJKAN96ruRoi1EuqrgQiHU6P4Qb1qiX5hjuNCgzWpZgwEneYPUBnqCWtmGhgKv3z0M1OAX9oj5IRG07F40+XE72K5Os0h1NSX7t5pSaZwjWnQ2zKXWbPbdGVchcaUEXfgAg2TLL0jpwQgAAAABJRU5ErkJggg==) Is the weight ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAOBAMAAAD+sXAWAAAALVBMVEX///90dHSKiooiIiIMDAyenp5AQEBQUFAwMDDMzMwEBATm5ua2trZiYmIAAADnl5jsAAAAAXRSTlMAQObYZgAAADVJREFUCB1jYGC4w8DAvYYBGXDeOMDAzp7AEMNygYFh3gYGhmKg7CIGBtYHjAyMBtIM3IYBAOrvCPTwM4IsAAAAAElFTkSuQmCC) at time![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAANBAMAAACX52mGAAAAJ1BMVEX///90dHQwMDDm5uZiYmIiIiJAQECenp4WFhZQUFAMDAy2trYAAABmMbAdAAAAAXRSTlMAQObYZgAAAEBJREFUCB1jYOBewMDAwNkAJDgmAAmeAgaGspi0DQwMHkAeQySIOA7E3IeBBEsDMwMDUwILAwOrQDUDA7tKAQMAIUYIf3C8lMMAAAAASUVORK5CYII=).
* ![\alpha \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAJBAMAAAD0ltBnAAAALVBMVEX///8MDAwiIiKKiopiYmIwMDDMzMy2trYWFhaenp50dHRQUFBAQEDm5uYAAAAQqM8wAAAAAXRSTlMAQObYZgAAAEVJREFUCB1jYOA9vZoBCGZc4D7AxcD7nIH9QSYDawMD7zMHBj4HBoYnBgx5Exh43zAw3CsASTMwLWDIkmRj4D21qmCOAwARkRFQXZA84AAAAABJRU5ErkJggg==) Is the *learning rate*, where![0 < \alpha \leq 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFQAAAARBAMAAACx0JYtAAAAMFBMVEX///+enp4iIiIWFha2trYEBAQwMDCKiorMzMwMDAxQUFBiYmJ0dHRAQEDm5uYAAADgiUnLAAAAAXRSTlMAQObYZgAAATlJREFUKBVjYHh7egEDYcB3AahmBkMZXpXSYFlPBQYG7gQGVgeYWr4GGAtOF98AMZ8tVmBgYF7AwLwBKsFxuQHKglMn70GYbAoMDPwHGNgMIFyOJAG4Eihj5zooA6T0fQED7wQwn0XNASLOd+sUlLESZh8DSGk/UGkASIZRrQFEAYHwA64LPCDGygMgEgygStlAStltH0AEGfi+MLB8aARy+MwaoEIMYFOBDmACOcAVYZcBA98PMI9FyQGmFuotJgOQwOYDUGF+oLLfBWAOwqMgpYjAOrwPorZfgIHvL1Qbx2WIHrADuBUY+B0gEsWQkHnvAHIuFPAtPgBmgUzlm8FwCCrMIASOGaYDDD0TOWBiDLsgSkGO7EVKLk4CQAG+O2ccZDfAlYIZXPnfYJGBKkFTHocxCFjB7AAAT/dE9PpbexIAAAAASUVORK5CYII=).

Too high a learning rate makes the perceptron periodically oscillate around the solute
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The appropriate weights are applied to the inputs, and the resulting weighted sum passed to a function that produces the output y.

**Algorithm**

1. Initialize the weights and the threshold. Weights may be initialized to 0 or to a small random value.

2. For each example ![j \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAASBAMAAAB7rul7AAAALVBMVEX///8wMDAMDAyKioq2trYWFhbm5uZAQEBiYmLMzMxQUFAiIiJ0dHSenp4AAAA+c5QXAAAAAXRSTlMAQObYZgAAAEtJREFUCB1jYGBg4D0AJBi4F4BIDDCjAijEdmAekORhuAdiM6wGkgwMESCC7QmI5H0AIrk2gEjWBhDJ5wBSaARkzTNQBpKJ7RcYGAA9TgwluVqOuwAAAABJRU5ErkJggg==) in our training set![D \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAOBAMAAADUAYG5AAAAMFBMVEX///8WFhZQUFDm5uZiYmIEBATMzMyKioq2traenp4wMDBAQEAMDAwiIiJ0dHQAAADldJVIAAAAAXRSTlMAQObYZgAAAGlJREFUCB1jYGB4+2f3rpsMQMDxnYEh1QHIYPnMwMAJxAy8B4DEFyBm3QAkooE4vwBI/ALi9wYMDGy/gYw1QMwO1AmW5voAFAVx7BUYGPhARoCkuQ4AOWFABusCBuaNQI3c8qd3rwKaBADZLxoinjc27QAAAABJRU5ErkJggg==), perform the following steps over the input ![\mathbf{x}_j \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAQBAMAAADpKDJvAAAAMFBMVEX///+2traKiop0dHQwMDDMzMxQUFAWFhaenp5AQEDm5uYiIiIEBAQMDAxiYmIAAAChlC7KAAAAAXRSTlMAQObYZgAAAGlJREFUCB1jYICDt/8PcP8/BebO38BRBRFn/xa7AMLiOn8UxJgExP1fQawFQOz9F0QCAduE+RsYGOwSGBisGdi/MXAIfGDI+R+w5v9lLo4CsAKQGqAsBHA3wFj8MAaDOIw1YTKMte8BAwAL0BveNDZrlQAAAABJRU5ErkJggg==) and desired output![d_j \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAAUBAMAAAB2TKBEAAAAMFBMVEX///8iIiJAQEAMDAx0dHTm5uYwMDDMzMyKiopiYmK2traenp4WFhYEBARQUFAAAABMw5L0AAAAAXRSTlMAQObYZgAAAHxJREFUCB1jYGBg4LsPJMDgDYxxDsb4DWVwfwAzuF7OOwBm9DDUPwAx2L8z8G8AMdgOMOwHUhoM/BMYQMYEMNRvYIAYE1/A+puFwfMBA/MGvq+7uBd8YGBXmfDOgZX7AFAdCPA9AFMMDIxgo4AcfqgAwxooQ0EFypCcwAAAqL8dIxV+9vQAAAAASUVORK5CYII=):

2a. Calculate the actual output:

![y_j(t) = f[\mathbf{w}(t)\cdot\mathbf{x}_j] = f[w_0(t) + w_1(t)x_{j,1} + w_2(t)x_{j,2} + \dotsb + w_n(t)x_{j,n}]](data:image/png;base64,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)

2b. Update the weights:

![w_i(t+1) = w_i(t) + \alpha (d_j - y_j(t)) x_{j,i} \,](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAS4AAAAWBAMAAACMMGwEAAAAMFBMVEX///+KiooiIiIWFhaenp50dHRAQEBQUFAEBATm5uYMDAy2trYwMDBiYmLMzMwAAAA9VNXdAAAAAXRSTlMAQObYZgAABG1JREFUSA3VlE+II0UUxr8knWTzv8WDeHAdZdc5qcEIKqI0iF6yai47MK4LcXX2IkpA3LkoehVBo+AgIkwUPIgoDQMevEx2/bPIOhBZ3QVxlgbxNutEGIRBXP3eq6ruZJL2KPjgdb169fuqXndVF/A/sCtza8yHc9MmqZI0ohb9i1KGDHCCkXiaZfzZkTWmvp1Nu4yVpBDXCVZ808GzrQKo9qE+O24yO2y+mB6sfMi+5FPMSuYT9aGqXkjRAgJUBtpYdi56gdnpSUrn72KuGszFJWkl84mqOQD3pKoFKDaBr0iIpxgJ2EmyDjnHwBu63kxrJY6IZQrmDL43o3IJAXI94Bhb8fmW7zJvJ4kXOCfsWB7zLJZYIpYpvKRPL1UNARoBXVqFk0f95xCflV5nIuvDO/XHszoUL6B13Z3gEl29gHL0bsgolljCydZe7HH0Fnrl5ctNNlNGfaEjGQKP3Hk6RC7gdwtQP9n9cSh5sWKxWxnjI0Y5rlSzk7gFoHV9LeDTLbEFRr0z2ERZZo4lSrBO5mjefTiDDu5neD12e5qbePROo+FLX4CL9Crnor+DW9/al7xYOzdiMT8wOtTnxHaS6bpWlXQPL3yAs9WCSYklrGw9xGY9wGv8467pRjmptl74KTa5FgTAIr3IVekjnu6IXWO7EYtZxi9mlwOTnK7rkkVtw8UWke/Xm4nEElb2JbB+VY9ltYnHqXqKXv9NTOqh/ieg4Ou5lQNd66r3zekmzKn56jx6HZTQoEbfo9Bq3dtqyQ0Bs48H6uL33UMe6CcSIRLZXzzG3wPck8ZIbx6pZuc7sREj6m8DFxSgIhtn64L5RQSmL2K3z7q4j5EUKdn4oNi6npNUcr6yvfq+1DUhUcLJ6vwG613gDWA3cDeP4NZ4NfyuIYFak/UVRsaLTYew/QA3w4tqz6McAt9wk8Wm9/Gs5uJH2c+M8RguRYnEEkZW+pN1cbJP2ESlvTxO9mKtBId8fqX8ZQWq3RrPvK8e5bolX2FOjS280s/j8Fn9K456nI8W18WjonppnFVHxX10Mjt+ImEJYlZ2FPUnggj8SctBcb/thWMzbJ85vzpAmxcWgWynTYqLlkPv2kavBoFlary//etKB3gVckkekx+T5up66e/zfWCgufhR2rqydJyvjURiCStbO37C484u8QCvjFY7Ja8ZayWobF3sov+QAt5WwJqYLJNdXlmGwpzaWn6I0sB1kro0k+klAxPRkzy7A9N3hHsdk33PwbwDpq0RArxaHHADR8XVBObU1rIPA8+4Dnc7CVlkNNmL4yOdWOKIKRkKgWWzLjD9Rb1Mj/Cs2/wdzIurZYM2ZGpjNf7Xb7vOgfbzA33b3fZjyXyitGBJHqVJe7DyMbtjfu4FTVe63Fu6sQZOQaZOzBsl8WQ0nOxMx1aSQjxq4Y1p0U2rfRbSZNIA8pWTL71hrqBJyeHJThznOUuqqSSNyESq667MyguFDpMGWGYkrkaYN8d/YrePZpfJbs/mNEP4Rgb/AMJDGa0eyQBoAAAAAElFTkSuQmCC), for all nodes![0 \leq i \leq n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAARBAMAAAC8zuZqAAAAMFBMVEX///+enp4iIiIWFha2trYEBAQwMDCKiorMzMwMDAxQUFBiYmJ0dHRAQEDm5uYAAADgiUnLAAAAAXRSTlMAQObYZgAAAUtJREFUKBW1UL1Lw0AU/6W1TZrEi4OD4GAVJ3EoCAp+QPAvcBBcxUkcJCA4FwS32o7FDwg6dSkdpKAuwU0qUtDBSQJuBWkHZ/He5XI9u/sb3vt9vHt3CfDVCTGC2xEtZR3HKjBaRNm2MqYVA5xd5HypzY2ylnB69K7pbIis2AS4V7EWcPr0oWsvQr4kDOc81gPgrvlH9wOM18jpXUjfavvEWENeBbNtPh8CVT65xQP7kmKCbXepNSKqBDf3hgMxmafJz33h8jJZoGVsuZwaU/0ACwCvmRp5m/NpUo2Jjc351AgzwA7AvyhTEvp0VjTgOunW3oQyrB9A+0uVlSTh5wWs1yAha7D5MqcIz08M9NaJGANXanYTCfaNQtQCq+NRBvxYyKlbfFHGPTFjAO8sAiqdkOQQbDF9n/TcLuyHYf4f7GSJEKrVltCrSuMX8DdE6F7un0kAAAAASUVORK5CYII=).